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Abstract: In this paper, control of nonlinear teleoperator systems where both the master and slave systems are kinematically redundant robot manipulators is addressed. The controller is developed under the assumption that the user and environmental input forces are unmeasurable. Lyapunov-based stability analysis is used to prove that the proposed controller yields asymptotic tracking results and ensures the coordination of the master and slave systems while satisfying a sub-task objective. Numerical simulation results are presented to illustrate the effectiveness of the proposed controller.

I. INTRODUCTION

Teleoperation, where a human operator implements a task in a remote or hazardous environment, has been a mainstream research problem for a long time. Typically, a teleoperator system consists of a local site, where a user operates the master manipulator/system to drive the remotely located slave manipulator/system to implement a given task. Teleoperator systems have significant impact on some common applications including handling of hazardous materials, maneuvering mobile robots, underwater operations, and microsurgery [1], [2], [3], [4]. Transparency [5], keeping the human and the environment safe, proving the boundedness of closed-loop signals, tracking a desired trajectory are important issues in teleoperation. The reader is referred to [6] for a comprehensive overview of research and development in teleoperation over the last several years.

In several robotic applications, including teleoperation, the desired task is usually defined in the Cartesian coordinate frame attached to the robot manipulator’s end-effector, which is commonly referred to as the task-space. When a robot manipulator has more degrees of freedom than are required to implement a task in its task-space, it is called a kinematically redundant robot manipulator. The use of kinematically redundant robot manipulators usually complicates the control design; however, they provide greater flexibility to the end user to execute sophisticated or complicated tasks such as obstacle avoidance, grasping, locomotion, etc. [7]. The fact, that the number of joints of a redundant robot manipulator is greater than the dimension of the task-space, results in joint motion in the null-space of the Jacobian matrix that does not affect the end-effector motion of the manipulator, generally known as self-motion. A user can deploy the self-motion for achieving a sub-task objective while the task-space controller achieves the primary task for a particular application. As noted in [8], [9], and [10], for redundant robots, given a desired task-space trajectory, an infinite number of inverse kinematic solutions exist that complicates the selection of a reasonable desired joint trajectory while satisfying the control requirements as well as the sub-task objectives. The reader is referred to [11] for different sub-task objectives and to [8], [12], [13], [14], [15], and the references therein for some of the past research related to the controllers for redundant robot manipulators.

Teleoperation with kinematically redundant robot manipulators is an interesting open research area. Some past work that discuss teleoperation with kinematically redundant robot manipulators can be found in [16] and [17]. Hwang et al. [16] described the performance of a teleoperator system where only the slave system was a redundant robot manipulator. This work failed to provide robustness when the robot operates close to its kinematic singularities or for high joint velocities. In [16], the controller was developed for the primary task and the sub-task objectives were considered as an add-on to the tracking objective; hence, completion of certain sub-task objectives such as joint-limit avoidance was not guaranteed. Das et al. [17] developed kinematic controllers for redundant teleoperator system to avoid obstacle collision utilizing visual display of the system where just the task-space control was applied on the master system. While addressing an interesting problem, [16] and [17] failed to make complete use of the properties of the redundant manipulators.

This work aimed to develop a novel control scheme for teleoperator systems where master and slave systems are kinematically redundant robot manipulators. The control objectives are to track a desired task-space trajectory, to ensure the coordination between the master and the slave systems and to utilize the self-motion of the redundant robot manipulators to achieve sub-task objectives. The control problem is further complicated due to unmeasurable user and environmental input forces. To achieve the control objectives, first the dynamic models of the master and slave systems are put together to form a combined dynamic model for the teleoperator system. Then, robust integral of the sign of the error terms are utilized in the design of a force observer to estimate the unmeasurable input forces. Next, a null-
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space decomposition is utilized to divide the control input and the input forces into their task-space and null space components; thus, the control development is separated into two parts, namely task-space control and null-space control. To facilitate the task-space control development, an invertible transformation [18] is utilized to encode the control objectives. Another continuous nonlinear observer is designed to estimate the task-space component of the input forces. The task-space controller is developed to meet the task-space tracking objective and to ensure the coordination of the master and slave systems. In the design of the task-space desired trajectory, an optional strategy of encoding a velocity field assist mechanism [18] is provided to help the user in controlling the slave system. The null-space component of the controller is then designed to meet the null-space velocity tracking objective. Finally, a sub-task controller is developed to make use of the kinematic redundancy of the master and slave systems. Lyapunov-based techniques are utilized in the design of the controllers and the force observers. The performance of the proposed controller and the force observers is demonstrated by numerical simulation results where singularity avoidance is implemented as the sub-task objective.

The paper is organized as follows. In Section II the dynamic and kinematic models of a teleoperator system are presented. Section III deals with the force observer development that accounts for the unmeasurable forces. Section IV describes the development for the task-space controller along with the observer designed for the task-space component of the input forces and the stability analysis. Null-space and sub-task controller developments are presented in Sections V and VI, respectively. Section VII presents numerical simulation results that demonstrates the efficiency of the proposed controller.

II. DYNAMIC AND KINEMATIC MODELS

The dynamic model for a 2n-DOF nonlinear teleoperator system consisting of a revolute n-DOF master and a revolute n-DOF slave system is described by the following expressions

\[ M_1(\theta_1) \ddot{\theta}_1 + N_1(\theta_1, \dot{\theta}_1) \dot{\theta}_1 = T_1 + F_H \]  
(1)

\[ M_2(\theta_2) \ddot{\theta}_2 + N_2(\theta_2, \dot{\theta}_2) \dot{\theta}_2 = T_2 + F_E \]  
(2)

where \( \theta_1(t), \dot{\theta}_1(t), \ddot{\theta}_1(t) \in \mathbb{R}^n \) denote the joint-space position, velocity, and acceleration, respectively, \( M_i(\cdot), N_i(\cdot) \in \mathbb{R}^{n \times n} \) represent the inertia effects and other dynamic effects, respectively, \( T_i(t) \in \mathbb{R}^n \) represents the control input vector where \( i=1 \) denotes the master system and \( i=2 \) denotes the slave system. In (1) and (2), \( F_H(t) \in \mathbb{R}^n \) represents the unmeasurable user input force applied to the master system, and \( F_E(t) \in \mathbb{R}^n \) represents the unmeasurable input force from the environment. The subsequent development utilizes the property that the inertia matrices are positive definite, symmetric and satisfy the following inequalities [19]

\[ m_{11} \| \xi \|^2 \leq \xi^T M_i(\cdot) \xi \leq m_{21} \| \xi \|^2 \]  
(3)

\( \forall \xi \in \mathbb{R}^n \) and \( i=1, 2 \) where \( m_{11}, m_{21} \in \mathbb{R} \) are positive constants, and \( \| \cdot \| \) denotes the standard Euclidean norm.

Assumption 1: To achieve the control objectives, the subsequent development is derived based on the assumption that \( \theta_i(t), \dot{\theta}_i(t) \) are measurable, and \( M_i(\cdot), N_i(\cdot) \) are second order differentiable for \( i=1, 2 \).

Assumption 2: The unmeasurable input forces and their first and second time derivatives, \( F_H(t), \dot{F}_H(t), \ddot{F}_H(t), F_E(t), \dot{F}_E(t), \ddot{F}_E(t) \) are bounded (see [20] and [21] for the precedence of this type of assumption).

The kinematic models for the master and slave systems are described by the following expressions

\[ \dot{x}_m = J_1(\theta_1) \dot{\theta}_1 \]  
(4)

\[ \dot{x}_s = J_2(\theta_2) \dot{\theta}_2 \]  
(5)

where \( x_m(t), x_s(t) \in \mathbb{R}^m \) are the task-space positions of the master and the slave systems, respectively, and \( J_1(\theta_1), J_2(\theta_2) \in \mathbb{R}^{m \times n} \) are the Jacobian matrices for the master and the slave systems, respectively. To facilitate the control development, \( x(t) \in \mathbb{R}^{2m} \) and \( \theta(t) \in \mathbb{R}^{2n} \) are defined as follows

\[ x = \begin{bmatrix} x_m^T \\ x_s^T \end{bmatrix} \]  
(6)

\[ \theta = \begin{bmatrix} \theta_1^T \\ \theta_2^T \end{bmatrix} \]  
(7)

After utilizing (4)-(7) the following expression can be obtained

\[ \dot{x} = J(\theta) \dot{\theta} \]  
(8)

where \( J(\cdot) \in \mathbb{R}^{2m \times 2n} \) is defined as follows\(^1\)

\[ J = \begin{bmatrix} J_1 & 0_{m \times n} \\ 0_{m \times n} & J_2 \end{bmatrix}. \]  
(9)

To facilitate the subsequent development, the dynamic models of the teleoperator system given in (1) and (2) can be combined as follows

\[ M \ddot{\theta} + N \dot{\theta} = T + F \]  
(10)

where \( M(\cdot), N(\cdot) \in \mathbb{R}^{2n \times 2n}, T(\cdot), \) and \( F(\cdot) \in \mathbb{R}^{2n} \) are defined as follows

\[ M = \begin{bmatrix} M_1 & 0_{n \times n} \\ 0_{n \times n} & M_2 \end{bmatrix} \]  
(11)

\[ N = \begin{bmatrix} N_1 & 0_{n \times n} \\ 0_{n \times n} & N_2 \end{bmatrix} \]  
(12)

\[ T = \begin{bmatrix} T_1^T \\ T_2^T \end{bmatrix} \]  
(13)

\[ F = \begin{bmatrix} F_H^T \\ F_E^T \end{bmatrix}. \]  
(14)

The kinematic model given in (8) can be written as follows

\[ \dot{x} = J_1(\theta_1) \dot{\theta}_1 \]  
(15)

\[ \theta_f(t) \in \mathbb{R}^{2n} \]  
(16)

\(^1\)Throughout the paper, \( 0_{i \times j} \) and \( I_i \) will be used to denote an \( i \times j \) zero matrix and an \( i \times i \) standard identity matrix, respectively.
and $J_f(\theta) \in \mathbb{R}^{2m \times 2n}$ is a Jacobian-type matrix, defined as follows

$$J_f \triangleq JM^{-1}. \quad (17)$$

The primary control design objective for teleoperator systems is to ensure the coordination between the master and the slave systems and to meet the tracking objective in the following sense

$$x_s(t) \rightarrow x_m(t) \text{ as } t \rightarrow \infty \quad (18)$$

$$x_m(t) \rightarrow \xi_1(t) \text{ as } t \rightarrow \infty \quad (19)$$

where $\xi_1(t) \in \mathbb{R}^n$ is a subsequently designed desired trajectory. Other control objectives are to prove the boundedness of the closed-loop signals and accomplishment of a sub-task objective.

Remark 1: The pseudo-inverse of the Jacobian $J_f(\theta)$ denoted by $J_f^+(\theta) \in \mathbb{R}^{2n \times 2m}$, is defined as follows

$$J_f^+ \triangleq J_f^T (J_fJ_f^T)^{-1} \quad (20)$$

where $J_f(\theta)$ satisfies the following equality

$$J_fJ_f^+ = I_{2m}. \quad (21)$$

As shown in [8], the pseudo-inverse defined by (20) satisfies the Moore-Penrose conditions given below

$$J_fJ_f^+J_f = J_f \quad (22)$$

$$J_f^+J_fJ_f^+ = J_f^+ \quad (22)$$

Additionally, the matrix $(I_{2n} - J_f^+J_f)$ satisfies the following properties

$$(I_{2n} - J_f^+J_f)(I_{2n} - J_f^+J_f) = I_{2n} - J_f^+J_f \quad (23)$$

$$I_{2n} - J_f^+J_f \quad (24)$$

$$J_f(I_{2n} - J_f^+J_f) = 0_{2m \times 2n} \quad (25)$$

$$I_{2n} - J_f^+J_f = 0_{2n \times 2n} \quad (26)$$

$$(I_{2n} - J_f^+J_f)\phi = J_\phi \quad (27)$$

where $J_\phi(t) \in \mathbb{R}^{2n \times 2n}$ is defined as follows

$$J_\phi \triangleq \tilde{J}_f^+J_f + \tilde{J}_f^+J_f^+J_f. \quad (28)$$

Remark 2: During the control development, it is assumed that the minimum singular value of the manipulator Jacobian matrix, denoted by $\sigma_m$, is greater than a known small positive constant $\delta > 0$, such that $\max \left\{ \| J_f^+(\theta) \| \right\}$ is known a priori and all kinematic singularities are always avoided.

III. FORCE OBSERVER DEVELOPMENT

In this section, a nonlinear force observer is designed to compensate for the unmeasurable user and environmental forces.

A. Closed-Loop Error System

Taking the time derivative of (16), results in the following expression

$$\dot{\theta}_f = \dot{\theta} + T + F - N\dot{\theta} \quad (29)$$

where (10) was utilized. Based on the assumption of the exact model knowledge, the control input is designed as follows

$$T \triangleq u + (N - \dot{M})\dot{\theta} \quad (30)$$

where $u(t) \in \mathbb{R}^{2n}$ is a subsequently designed auxiliary control input.

Remark 3: The input force defined in (14) can be decomposed as follows

$$F \triangleq J_f^+F_T + (I_{2n} - J_f^+J_f)F_N \quad (31)$$

where $F_T(t) \in \mathbb{R}^{2m}$, and $F_N(t) \in \mathbb{R}^{2n}$ are the task space and the null-space components, respectively. The auxiliary control input, $u(t)$ is designed as follows

$$u \triangleq J_f^+u_T + (I_{2n} - J_f^+J_f)u_N \quad (32)$$

where $u_T(t) \in \mathbb{R}^{2m}$ and $u_N(t) \in \mathbb{R}^{2n}$ represent subsequently designed task-space and null-space components of the auxiliary control input, respectively.

After substituting (30) into (29), the following simplified expression can be obtained

$$\dot{\theta}_f = u + F. \quad (33)$$

The estimate of (33) is defined as follows

$$\hat{\theta}_f \triangleq u + \hat{F} \quad (34)$$

where $\hat{F}(t) \in \mathbb{R}^{2n}$ is the estimate of $F(t)$ which is to be designed and $\hat{\theta}_f(t)$ is the estimate of $\theta_f(t)$. To facilitate the development of the closed-loop error system, the observer error, denoted by $\hat{\theta}_f(t) \in \mathbb{R}^{2n}$, is defined as follows

$$\hat{\theta}_f \triangleq \hat{\theta}_f - \theta_f. \quad (35)$$

After taking the time derivative of (35), the following expression can be obtained

$$\dot{\hat{\theta}}_f = \hat{F} - F \quad (36)$$

where (33) and (34) were utilized. A filtered observer error signal, denoted by $r_f(t) \in \mathbb{R}^{2n}$, is defined as follows

$$r_f \triangleq \hat{\theta}_f - \hat{\theta}_f. \quad (37)$$

The error system dynamics for $r_f(t)$ can be derived by taking time derivative of (37)

$$\dot{r}_f = \hat{F} - F - \hat{\theta}_f \quad (38)$$

where the time derivative of (36) and (37) were utilized. Based on the subsequent stability analysis, the proportional-integral like nonlinear observer $\hat{F}(t)$ is designed as follows

$$\hat{F} \triangleq -(K_a + 1) \left[ \hat{\theta}_f(t) - \hat{\theta}_f(t_0) + \int_{t_0}^{t} \hat{\theta}_f(\tau) d\tau \right]$$

$$- (\beta_1 + \beta_2) \int_{t_0}^{t} sgn(\hat{\theta}_f(\tau)) d\tau \quad (39)$$

The reader is referred to [22] for the proof of (27).
where $K_s, \beta_1, \beta_2 \in \mathbb{R}$ are positive control gains, and $\text{sgn}(\cdot)$ denotes the vector signum function applied to each element of $\theta_f(t)$. In (39), the term $\dot{\theta}_f(t_0)$ is used to ensure that $\ddot{F}(t_0) = 0_{2n \times 1}$. The time derivative of (39) is obtained as follows

$$\ddot{F} = -(K_s + 1)r_f - (\beta_1 + \beta_2) \text{sgn}(\dot{\theta}_f)$$ (40)

where (37) was utilized. Substituting (40) into (38) results in the following closed-loop error system

$$\dot{\bar{r}}_f = -K_sr_f - (\beta_1 + \beta_2) \text{sgn}(\dot{\theta}_f) - \ddot{\theta}_f.$$ (41)

**Remark 4:** After utilizing (14) and Assumption 2, $\|\bar{F}(t)\|$ can be upper bounded as follows

$$\|\bar{F}(t)\| \leq \varsigma_1, \|\dot{F}(t)\| \leq \varsigma_2$$ (42)

where $\varsigma_1, \varsigma_2 \in \mathbb{R}$ represent positive bounding constants.

**B. Stability Analysis**

**Theorem 1:** The observer given in (39) guarantees that all signals are bounded and $\bar{F}(t) \to 0$ as $t \to \infty$ provided the control gain $\beta_1$, introduced in (39) is selected to satisfy the following sufficient condition

$$\beta_1 > \varsigma_1 + \varsigma_2$$ (43)

where $\varsigma_1$ and $\varsigma_2$ were introduced in (42).

**Proof:** See Theorem 5 in [11] for a similar proof.

**IV. TASK-SPACE CONTROLLER DEVELOPMENT**

To facilitate the task-space control development, an invertible transformation that encodes the control objectives is defined as follows

$$\bar{x} \triangleq Sx + \begin{bmatrix} 0_{m \times 1} \\ \xi_2 \end{bmatrix}$$ (44)

where $\bar{x}(t) \in \mathbb{R}^{2m}$, $\xi_2(t) \in \mathbb{R}^m$ is an auxiliary signal that will be designed subsequently and $S \in \mathbb{R}^{2m \times 2m}$ is defined as follows

$$S \triangleq \begin{bmatrix} I_m & 0_{m \times m} \\ I_m & -I_m \end{bmatrix}.$$ (45)

To meet the control objectives, a filtered tracking error signal, denoted by $r_T(t) \in \mathbb{R}^{2m}$, is defined as follows

$$r_T \triangleq \dot{s}_T + s_T$$ (46)

where $s_T(t) \in \mathbb{R}^{2m}$ is defined as follows

$$s_T \triangleq \dot{e}_T + e_T$$ (47)

where $e_T(t) \in \mathbb{R}^{2m}$ is defined as follows

$$e_T \triangleq \xi_d - \bar{x}.$$ (48)

where $\xi_d(t) \in \mathbb{R}^{2m}$ is defined as follows

$$\xi_d \triangleq \begin{bmatrix} \xi_1^T \\ \xi_2^T \end{bmatrix}^T$$ (49)

where $\xi_1(t) \in \mathbb{R}^m$ is the actual desired trajectory that will be tracked by the master and the slave systems. After utilizing (6), (44), and (49), the error signal $e_T(t)$ can be written as follows

$$e_T \triangleq \begin{bmatrix} e_1 \\ e_2 \end{bmatrix} = \begin{bmatrix} \xi_1 - x_m \\ x_s - x_m \end{bmatrix}$$ (50)

where $e_1(t) \in \mathbb{R}^m$ represents the tracking error between the master system and the desired trajectory $\xi_1(t)$, and $e_2(t) \in \mathbb{R}^m$ represents the coordination error between the master and the slave systems. From (50), it is clear that if $\|e_T(t)\| \to 0$ then $x_s(t) \to x_m$ and $x_m(t) \to \xi_1(t)$.

To compensate for the task-space component of the unmeasurable input forces, a nonlinear force observer is designed subsequently which is also utilized to drive the target system. The desired trajectory $\xi_d(t)$ is generated by the following second order coupled dynamic target system [18]

$$\dot{\xi}_d = \gamma \left[ \varphi(\xi_1) \right] + \eta_d$$ (51)

$$\dot{\eta}_d + B_T \eta_d + C_T \lambda_d = \bar{F}_T$$ (52)

where $\eta_d(t) \in \mathbb{R}^{2m}$ is an auxiliary filter signal, $B_T, C_T \in \mathbb{R}^{2m \times 2m}$ represent constant, positive definite, diagonal matrices, $\bar{F}_T(t) \in \mathbb{R}^{2m}$ is a subsequently designed nonlinear observer, $\varphi(\cdot) \in \mathbb{R}^m$ is a velocity field function [23] that encodes the user assist mechanism, and $\gamma$ is a constant gain that is either 0 or 1. It should be noted that, when $\gamma = 1$, the user assist mechanism is enabled and it is disabled when $\gamma = 0$. Also, in (52) the term $\lambda_d(t) \in \mathbb{R}^{2m}$ is defined as follows

$$\lambda_d \triangleq \xi_d - \gamma \left[ \int_{t_0}^t \varphi(\xi_1(\tau)) \, d\tau \right]_{0 \times 1}.$$ (53)

**Remark 5:** The velocity field function $\varphi(\cdot)$ is assumed to be designed such that, from (51), if $\eta_d(t) \in L_\infty$ then $\xi_d(t), \dot{\xi}_d(t) \in L_\infty$. Subsequent analysis shows that $\bar{F}_T(t) \in L_\infty$. These facts can be utilized along with the analysis in Appendix G of [11] to prove that all the signals in the dynamic target system along with their higher order derivatives are bounded.

**A. Closed-Loop Error System**

Taking the time derivative of (15) results in the following expression

$$\ddot{x} = u_T + F_T + \ddot{J}_f \theta_f$$ (54)

where (21), (25), (31) and (32) were utilized. After taking the second time derivative of (44), the following expression is obtained

$$\ddot{x} = S(u_T + \ddot{J}_f \theta_f) + \bar{F}_T + \begin{bmatrix} 0_{m \times 1} \\ \xi_2 \end{bmatrix}$$ (55)

where (54) was utilized and $\bar{F}_T(t) \in \mathbb{R}^{2m}$ is defined as follows

$$\bar{F}_T \triangleq SF_T.$$ (56)

To facilitate the closed-loop error system for $r_T(t)$, the error system dynamics for $s_T(t)$ and $e_T(t)$ are derived first. After
taking the second order derivative of (48), the following expression is obtained
\[
\dot{e}_T = \gamma \left[ \dot{\varphi} (\xi_1)_{0 \times 1} - B_T \dot{\eta}_d - C_T \lambda_d 
- S (u_T + \dot{J}_f \dot{\theta}_f) - \dot{\tilde{F}}_T - \left[ \begin{array}{c} 0_{m \times 1} \\ \xi_2 \end{array} \right] \right] 
(57)
\]
where (51), (52) and (55) were utilized. The task-space component of the auxiliary control input, \( u_T (t) \) is designed as follows
\[
u_T = - \dot{J}_f \dot{\theta}_f + S^{-1} (\gamma \left[ \dot{\varphi} (\xi_1)_{0 \times 1} - B_T \dot{\eta}_d 
- C_T \lambda_d - \left[ \begin{array}{c} 0_{m \times 1} \\ \xi_2 \end{array} \right] \right) + S^{-1} \bar{u}_T 
(58)
\]
where \( \bar{u}_T (t) \in \mathbb{R}^{2m} \) is a subsequently designed auxiliary control input. After substituting (58) into (57), the following simplified expression is obtained
\[
\dot{e}_T = \dot{\tilde{F}}_T - \dot{\bar{F}}_T - \bar{u}_T. 
(59)
\]
The time derivative of \( s_T (t) \) can be obtained as follows
\[
\ddot{s}_T = \dot{\tilde{F}}_T - \dot{\bar{F}}_T + s_T - e_T 
(60)
\]
where (47) and (59) were utilized. After utilizing (31)-(33), the auxiliary control input \( \bar{u}_T(t) \) is designed as follows
\[
\bar{u}_T \triangleq s_T - e_T. 
(61)
\]
After substituting (61) into (60), the following simplified expression is obtained
\[
\ddot{s}_T = \dot{\bar{F}}_T - \bar{F}_T. 
(62)
\]
The error system dynamics for \( r_T (t) \) can be derived by taking the time derivative of (46)
\[
\dot{r}_T = \dot{\tilde{F}}_T - \dot{\bar{F}}_T + r_T - s_T 
(63)
\]
where (46) and the time derivative of (62) were utilized. Based on (63), the proportional-integral like nonlinear observer introduced in (52) is designed as follows
\[
\dot{\tilde{F}}_T \triangleq -(K_T + 1) \int_{t_0}^{t} s_T(s_T) ds_T 
(64)
\]
where (46) was utilized. After substituting (65) into (63), the following closed-loop error system is obtained
\[
\dot{r}_T = -(K_T + 1) r_T - (\beta_3 + \beta_4) sgn(s_T) - \bar{F}_T - s_T. 
(65)
\]
Remark 6: After utilizing (14), Assumption 2, (31), and (56), \( \| \tilde{F}_T(t) \| \) and \( \| \bar{F}_T(t) \| \) can be upper bounded as follows
\[
\| \tilde{F}_T(t) \| \leq \varsigma_3 \quad \| \bar{F}_T(t) \| \leq \varsigma_4 
(67)
\]
where \( \varsigma_3, \varsigma_4 \in \mathbb{R} \) represent positive bounding constants.

B. Stability Analysis

Theorem 2: The controller given in (58) and (61) and the observer in (64) guarantee that all signals are bounded under closed-loop operation and that coordination between the master and slave systems, and the tracking objective are met in the sense that
\[
x_s(t) \rightarrow x_m(t) \quad \text{as} \quad t \rightarrow \infty 
(68)
\]
\[
x_m(t) \rightarrow \xi_1(t) \quad \text{as} \quad t \rightarrow \infty 
(69)
\]
provided the control gain \( \beta_3 \), introduced in (64), is selected to satisfy the sufficient condition
\[
\beta_3 > \varsigma_3 + \varsigma_4 
(70)
\]
where \( \varsigma_3 \) and \( \varsigma_4 \) were introduced in (67).


V. NULL-SPACE CONTROLLER DEVELOPMENT

In this section the null-space controller \( u_N(t) \) will be designed to meet the null-space velocity tracking objective. In the controller design, the redundancy of the master and the slave manipulators will be utilized to perform certain sub-task objectives required for a particular application. To integrate this sub-task objective into the controller, an auxiliary control signal, denoted by \( g(t) \), will be introduced. This auxiliary controller is designed through the joint motion in the null-space of the Jacobian matrix.

The null-space velocity tracking error, denoted by \( \dot{e}_N \in \mathbb{R}^{2n} \), is defined as [24]
\[
\dot{e}_N \triangleq (I_{2n} - J_T^T J_f) (g - \theta_f) 
(71)
\]
where \( g(t) \in \mathbb{R}^{2n} \) is the subsequently designed sub-task controller. After utilizing (31)-(33), the following expression is obtained
\[
\dot{\theta}_f = J_f^T u_T + J_f^T F_T + (I_{2n} - J_f^T J_f) (u_N + F_N). 
(72)
\]
After taking the time derivative of (71), the dynamics of \( \dot{e}_N(t) \) can be obtained as follows
\[
\dot{\dot{e}}_N = (I_{2n} - J_T^T J_f) \ddot{g} - (J_T^T J_f + J_f^T J_f) (g - \theta_f) - (I_{2n} - J_f^T J_f) (u_N + F_N) 
(73)
\]
where (21), (23), (26), (71) and (72) were utilized. After adding and subtracting the term \( J_T^T J_f J_f^T J_f (g - \theta_f) \) to the right-hand-side of (73), the following expression is obtained
\[
\dot{\dot{e}}_N = (I_{2n} - J_T^T J_f) (\ddot{g} - u_N) + J_f^T F_T - J_f^T J_f \dot{\theta}_f - J_f^T J_f \dot{e}_N 
(74)
\]
where (28), (31), and (71) were utilized. The null-space component of the auxiliary control input, introduced in (32), is now designed as follows
\[
u_N \triangleq -J_f (g - \theta_f) + \dot{g} + K_N \dot{e}_N - \tilde{F} 
(75)
\]
where $K_N \in \mathbb{R}$ is a positive constant. After substituting (75) into (74) and utilizing (21)-(27) the following expression for the dynamics of $\dot{e}_N(t)$ is obtained

$$
\dot{e}_N = -(I_{2n} - J_f^T J_f)(K_N \dot{e}_N - \ddot{F}) + J_f^T F_T - F - J_f^T J_f \dot{e}_N. \tag{76}
$$

**Theorem 3:** The null-space component of the control input described by (75) guarantees that the null-space velocity tracking is obtained in the sense that $||\dot{e}_N(t)|| \to 0$ as $t \to \infty$.

*Proof:* See [22].

VI. SUB-TASK CONTROLLER DEVELOPMENT

In this section, the sub-task controller $g(t)$ is developed. The subsequent stability analysis shows that the sub-task objective is met if the Jacobian-related null space matrix maintains full-rank.

An auxiliary positive function $y_{ai} (t) \in \mathbb{R}$ is defined as follows

$$
y_{ai} \triangleq \exp\left(-k_i \rho_i(\theta_i)\right) \quad \forall i = 1, 2 \tag{77}
$$

where $i = 1$ and 2 for the master and the slave systems, respectively and $k_i \in \mathbb{R}$ is a positive constant, $\rho_i(\cdot) \in \mathbb{R}$ is a nonnegative function that is specific to a sub-task, and $\exp(\cdot)$ is the natural logarithmic exponential function. To facilitate the sub-task controller development, a positive function $y_a (t) \in \mathbb{R}$ is defined as follows

$$
y_a \triangleq y_{a1} + y_{a2}. \tag{78}
$$

After taking the time derivative of (78), the following expression can be obtained for the dynamics of $y_a(t)$

$$
\dot{y}_a = J_s \dot{\theta}. \tag{79}
$$

where (7) was utilized and $J_s(t) \in \mathbb{R}^{1 \times 2n}$ is a Jacobian-type vector defined as follows

$$
J_s \triangleq \begin{bmatrix} \frac{\partial y_{a1}}{\partial \theta_1} & \frac{\partial y_{a2}}{\partial \theta_2} \end{bmatrix}. \tag{80}
$$

After utilizing (16), (79) can be expressed as follows

$$
y_a = J_s \theta_f \tag{81}
$$

where the term $J_s \triangleq J_s M^{-1} \in \mathbb{R}^{1 \times 2n}$ is again a Jacobian-type vector. After adding and subtracting the term $J_s (I_{2n} - J_f^T J_f) (g - \theta_f)$ to the right-hand-side of (81) the following simplified expression is obtained

$$
y_a = J_s (I_{2n} - J_f^T J_f) g - J_s J_f^T J_f \theta_f - \ddot{J}_s \dot{e}_N \tag{82}
$$

where (71) was utilized. Based on the subsequent stability analysis, the sub-task controller is designed as follows

$$
g \triangleq -K_g J_s^T y_a \tag{83}
$$

where $K_g \in \mathbb{R}$ is a positive constant. After substituting (83) into (82), the following expression is obtained

$$
\dot{y}_a = -K_g J_s (I_{2n} - J_f^T J_f) J_s^T y_a - \ddot{J}_s J_f^T J_f \theta_f - \ddot{J}_s \dot{e}_N. \tag{84}
$$

**Theorem 4:** The control law described by (83) guarantees that $y_a(t)$ is ultimately bounded in the following sense

$$
|y_a(t)| \leq \sqrt{|\tilde{y}_a^2(t_0)|} \exp(-2\nu t) + \frac{\varepsilon}{\nu} \tag{85}
$$

provided that

$$
K_g > \frac{1}{\delta} \tag{86}
$$

where $\varepsilon, \nu, \delta \in \mathbb{R}$ are positive constants.


VII. SIMULATION RESULTS

A numerical simulation study was conducted to evaluate the performance of the proposed task-space and sub-task controllers using Mathworks Simulink program. A planar, 3-joint, revolute robot dynamic model was considered for both the master and the slave systems [23] where the entries of $M_i(\cdot)$ and $N_i(\cdot)$ have the following forms

$$
m_{i11} = p_1 + 2p_4 c_{2} + 2p_5 c_{23} + 2p_6 c_{3}, \quad m_{i22} = p_2 + 2p_6 c_{3}$$

$$
m_{i12} = p_2 + p_4 c_{2} + p_5 c_{23} + 2p_6 c_{3}, \quad m_{i23} = p_2 + p_6 c_{3}$$

$$
m_{i13} = p_5 c_{23} + p_5 c_{3}, \quad m_{i33} = \rho_0$$

and $i = 1, 2$ denotes the slave system.

where $\rho(\cdot)$ is defined as follows

$$
\rho_i(\cdot) = (m_{i,k})_{3 \times 3} \quad \text{and} \quad N_i(\cdot) = (n_{i,k})_{3 \times 3} \quad \text{with} \quad i = 1, 2 \quad \text{for the master and the slave systems, respectively, and the parameter} \quad p_0 \quad \text{has the following values} \quad p_1 = 1.2745[\text{kg.m}^2], \quad p_2 = 0.3946[\text{kg.m}^2], \quad p_3 = 0.0512[\text{kg.m}^2], \quad p_4 = 0.4752[\text{kg.m}^2], \quad p_5 = 0.1280[\text{kg.m}^2], \quad \text{and} \quad p_6 = 0.1152[\text{kg.m}^2].$

Since most real robot manipulators are required to avoid the configurations that result in singularities that tend to decrease the manipulability of the robot manipulator, singularity avoidance is considered as an interesting sub-task control objective. The objective of this sub-task is to keep the configurations of the master and the slave systems in such a way that neither of the systems reaches its singular configurations. For this particular sub-task, the auxiliary signal $\rho_i(\cdot)$ is defined as the manipulability measure and is expressed by the following expression [11]

$$
\rho_i = \sqrt{\det [J_i J_i^T]} \quad \forall i = 1, 2 \tag{87}
$$

$^4$The notations $c_{ij}, c_{jik}, s_{ij}, s_{ijk}, s_{ij, k}$ and $s_{i, jk}$ represent $\cos(\theta_{ij}), \cos(\theta_{ij} + \theta_{jk}), \cos(\theta_{ij} + \theta_{jk} + \theta_{nm}), \sin(\theta_{ij}), \sin(\theta_{ij} + \theta_{jk}), \text{and} \sin(\theta_{ij} + \theta_{jk} + \theta_{nm})$ for $i, j, k, n$, respectively where $i=1$ denotes the master system and $i=2$ denotes the slave system.
The following planar task-space velocity field function was
\[ f(\xi) \]
where \( \xi \) is the slave systems. The target system, described by (51) and
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the slave systems in the simulation with link lengths as
\[ \rho \]
be a spring-like force vector and
\[ x \]
\[ \rho \]
problem is set up to satisfy
\[ y \]
where the environmental force vector
\[ y \]
by keeping
\[ y_{ai}(t) < 1 \quad \forall i = 1, 2 \text{ or } y_{a}(t) < 2. \]
Based on Theorem 4, it is clear that
\[ y_{a}(t) < 2 \] if the following inequality holds
\[ \sqrt{|y_{a}^{2}(t_{0})|} + \frac{\varepsilon}{\nu} < 2 \quad (88) \]
which can be achieved by proper selection of the initial conditions of the robot manipulators, control gains \( K_{g}, k_{1}, k_{2} \), and bounding constants. From (77), (85), (87), and (88), it can be clearly seen that
\[ \rho_{i}(\cdot) > 0 \quad \forall i = 1, 2 \quad \forall t, \]
provided the sufficient condition (86) is met; thus, guaranteeing that both master and slave systems avoid singular configurations.

The user and environmental input forces were set equal
to the following time-varying signals
\[ F_{H} = \begin{bmatrix} -\sin(2t) \\ -\cos(2t) \\ 0 \end{bmatrix} \quad F_{E} = \begin{bmatrix} -0.18\dot{x}_{1x} - 0.3x_{1x} \\ -0.18\dot{x}_{2x} - 0.3x_{2x} \\ 0 \end{bmatrix} \]
where the environmental force vector \( F_{E}(t) \) was set to be a spring-like force vector and \( x_{1x}(t), x_{2x}(t) \in \mathbb{R} \) are the scalar Euclidean coordinates of the slave system. The forward kinematics for the end-effector of a planar 3-joint robot manipulator [11] was utilized for the master and the slave systems in the simulation with link lengths as \( l_{1}=0.40[m], l_{2}=0.36[m], l_{3}=0.32[m] \) for both the master and the slave systems. The target system, described by (51) and
\[ (52), \]
is simplified as follows
\[ \dot{\xi}_{d} = \gamma \begin{bmatrix} \varphi(\xi_{1}) \\ 0_{m \times 1} \end{bmatrix} + \eta_{d} \quad (89) \]
\[ \dot{\eta}_{d} = \hat{F}_{T} \quad (90) \]
where \( \xi_{1} = [\xi_{1x} \quad \xi_{1y}]^{T} \) is the desired end-effector position. The following planar task-space velocity field function was utilized [26]
\[ \varphi(\xi_{1}) = -2K(\xi_{1}) f(\xi_{1}) \begin{bmatrix} \xi_{1x} \\ \xi_{1y} \end{bmatrix} + 2c(\xi_{1}) \begin{bmatrix} \xi_{1} \\ \xi_{1y} \end{bmatrix} \]
where \( f(\cdot), K(\cdot), c(\cdot) \in \mathbb{R} \) are defined as follows
\[ f(\xi_{1}) = \xi_{1x}^{2} + \xi_{1y}^{2} - \rho_{0}^{2} \]
\[ K(\xi_{1}) = k_{0} \left( \sqrt{f^{2}(\xi_{1})} \left\| \frac{\partial f(\xi_{1})}{\partial \xi_{1}} \right\| + \epsilon \right)^{-1} \]
\[ c(\xi_{1}) = c_{0} \exp \left( -\mu \sqrt{f^{2}(\xi_{1})} \right) \left\| \frac{\partial f(\xi_{1})}{\partial \xi_{1}} \right\|. \quad (91) \]
In (91), \( \rho_{0}=1[m], k_{0}=1[ms^{-1}], \epsilon=0.005[m^{3}], c_{0}=1[ms^{-1}], \) and \( \mu=1[m^{-1}] \) were selected. The gains were tuned to give the best performance and were selected as follows
\[ K_{s} = 100, \quad \beta_{1} + \beta_{2} = 50, \quad K_{T} = 50, \quad \beta_{3} + \beta_{4} = 10, \]
\[ K_{g} = 70, \quad K_{N} = 50, \quad k_{1} = 1, \quad k_{2} = 1. \]

The master and the slave systems were set to be initially at rest with the following joint configurations
\[ \theta_{1}(t_{0}) = [0.5 \quad 0.0 \quad 3.0]^{T} [rad] \]
\[ \theta_{2}(t_{0}) = [0.5 \quad 0.1 \quad 0.0]^{T} [rad]. \]
The initial configuration of the master and slave systems were intentionally selected to make \( \rho_{i}(\theta_{i}(t_{0})) \approx 0 \quad \forall i = 1, 2 \) to demonstrate the performance of the sub-task controller. The desired end-effector position \( \xi_{1}(t) \), with \( \gamma = 1 \) and without \( \gamma = 0 \) user assistance are presented in Figures 1(a) and 1(b), respectively. Figures 1(c) and 1(d) show the end-effector positions for the master and slave systems, respectively. From Figures 1(a) and 1(b), it can be clearly seen that the user assist mechanism provides great improvement to the desired end-effector position. Figures 2(a) and 2(b) show the master system tracking error and coordination error, respectively. It can be easily inferred from these figures that the errors go to zero within few seconds enabling the master system to track the desired system accu-
rately, and ensuring accurate coordination between the master and the slave systems. The sub-task controller performance is demonstrated through the manipulability measure (i.e., \( \rho_i(\cdot) \)) in Figure 3 where \( \rho_i(\cdot) > 0 \quad \forall i = 1, 2 \) for both the master and the slave systems; thus, avoiding the singular configurations even when the initial rest positions of both the systems were selected so as to have both the systems very close to their respective singular configurations.
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**Fig. 3.** Manipulability measure \( \rho(\theta) \) for the master and the slave systems.

**VIII. CONCLUSION**

A controller for nonlinear teleoperator systems where both the master and the slave systems are kinematically redundant robot manipulators was presented. Lyapunov-based stability analysis was used to show that the proposed controller yields asymptotic results despite the unmeasurable user and environmental input forces. Also, the kinematic redundancy of the teleoperator system was utilized to integrate a sub-task controller. The proposed controller ensured that the master system accurately tracks a desired task-space trajectory, coordinates the master and the slave systems and additionally, satisfies the sub-task objective. An optional user assist mechanism was also presented that assists the user of the system to complete a pre-defined contour with the slave system. Numerical simulation results were presented to demonstrate the efficiency of the proposed task-space and sub-task space controllers. Future work will focus on implementation of the proposed controller on real robot manipulators.
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