Analysis of a deformable fracture in permeable material
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SUMMARY

The response of deformable fractures to changes in fluid pressure controls phenomena ranging from the flow of fluids near wells to the propagation of hydraulic fractures. We developed an analysis designed to simulate fluid flows in the vicinity of asperity-supported fractures at rest, or fully open fractures that might be propagating. Transitions between at-rest and propagating fractures can also be simulated. This is accomplished by defining contact aperture as the aperture when asperities on a closing fracture first make contact. Locations on a fracture where the aperture is less than the contact aperture are loaded by both fluid pressure and effective stress, whereas locations where the aperture exceeds the contact aperture are loaded only by fluid pressure. Fluid pressure and effective stress on the fracture are determined as functions of time by solving equations of continuity in the fracture and matrix, and by matching the global displacements of the fracture walls to the local deformation of asperities.

The resulting analysis is implemented in a numerical code that can simulate well tests or hydraulic fracturing operations. Aperture changes during hydraulic well tests can be measured in the field, and the results predicted using this analysis are similar to field observations. The hydraulic fracturing process can be simulated from the inflation of a pre-existing crack, to the propagation of a fracture, and the closure of the fracture to rest on asperities or proppant. Two-dimensional, multi-phase fluid flow in the matrix is included to provide details that are obscured by simplifications of the leakoff process (Carter-type assumptions) used in many hydraulic fracture models. Execution times are relatively short, so it is practical to implement this code with parameter estimation algorithms to facilitate interpretation of field data.
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INTRODUCTION

Fractures in earth materials deform by dilating or contracting when the fluid pressure within them changes [1]. This process is largely responsible for the recovery of petroleum or water from wells drilled into reservoirs or aquifers of fractured rock. In those cases, decreases in fluid pressure in a well cause fracture apertures to diminish, thereby reducing fluid storage. In other applications, fluid is injected into wells to dilate existing fractures or to create new ones in an effort to improve the performance of the wells. The process of hydraulic fracturing is widely used to stimulate the production of wells in petroleum reservoirs and aquifers [2,3], or to improve environmental remediation [4,5]. In situ stresses can also be estimated using hydraulic fracturing [6–8], where the history of fluid pressure in a well is scrutinized to estimate when the opposing walls of a closing hydraulic fracture first make contact.

Existing simulation methods

Transient fluid flow in the vicinity of deformable fractures intersecting wells has been simulated using a wide range of approaches that depend on the particular application [1]. A key aspect of all the methods is interaction between the fluid flow and deformation of fractures and the enveloping matrix. The simplest approach is to assume that changes in storage result from deformations in response to local pressure changes, and that the flow properties are independent of fluid pressure. In this case, the flow in the vicinity of a fracture intersecting a well could resemble flow in a confined aquifer composed of porous media. This assumption allows fractured media to be analysed as equivalent porous media [9] and many analytical and numerical methods are available for wells in single or dual-porosity media [10–17].

More advanced analyses consider discrete fractures of various geometries. Rutqvist [18] considered flow in the vicinity of a single, idealized deformable fracture in order to explain the results of a variety of field experiments, and his work stands as one of the most comprehensive combinations of theoretical and field analyses of deformable fractures. Other models consider arrays of discrete fractures of various locations, densities and sizes [19–22]. Some models simulate fractures as large arrays of rigid or slightly compressible conduits and ignore explicit evaluation of stresses because they are primarily interested in simulating transport during steady flows [23,24]. In other cases, the use of a slightly compressible formulation that ignores explicit changes in aperture appears to be sufficient to analyse some problems involving well tests or flow through aquifers [25,26]. Some transport processes, such as storage of nuclear waste or recovery from formations with pressure-sensitive permeability, do involve conditions where aperture change could be significant (e.g. References [27,28]) and codes have been developed to evaluate these effects [27–33]. Elastic deformation of irregular asperities on fracture surfaces is considered explicitly in some methods [34], and this approach has recently been extended to consider arrays of discrete fractures with rough surfaces [35,36]. All of these discrete-fracture models appear to be limited to static arrays; that is, they do not consider propagation. An array of vertical fractures propagating in a horizontal direction within a stratigraphic layer was analysed by Germanovich et al. [37].

A wide range of models have been put forth to simulate fractures propagating near well bores [38]. Considerable advances have been made in numerical methods for determining the forms of fractures in 3-D [39] and in analytical methods for determining the pressures and apertures in propagating fractures [37,40–45]. These analyses consider coupling between flow along the
fracture and changes in aperture resulting from mechanical deformation of the matrix. All the fracture propagation models include explicit calculation of stresses and displacements, but they commonly simplify the evaluation of fluid flow in the vicinity of the fracture. Some analytical solutions of propagating hydraulic fractures ignore fluid flow out of the fracture, the so-called leakoff, altogether. Analytical and numerical solutions that do include leakoff [37,45] will commonly use simple analytical expressions (e.g. Reference [46]) to characterize this process.

Both the discrete-fracture models derived for hydrology and the propagation models developed for petroleum applications can analyse coupling between fluid flow and deformation, although some processes represented by both groups of models have been represented in simplified ways. The discrete-fracture models are suited to simulating flow and transport through networks of fractures with complex geometry. None of the discrete-fracture models can simulate fracture propagation, however, and only some of them can explicitly calculate stresses and displacements. The propagation models can calculate stresses and displacements, but they only crudely approximate fluid flow in the matrix enveloping the fracture, and they are unable to simulate the displacement response caused by injection into natural fractures.

The purpose of this paper is to describe a model that includes some of the attributes of both discrete-fracture and propagation analyses. This hybrid model will consider a well intersecting a single fracture that rests on asperities under ambient conditions, but it can dilate and propagate as a result of injection. As a result, the analysis can consider natural fractures and fractures induced by fluid injection. Stresses and displacements are analysed using methods similar to propagation models, but the matrix is considered to be variably saturated and fairly general fluid flow processes are allowed. Combining attributes from these two classes of models will provide results that are currently unavailable.

Conceptual model of a natural deformable fracture

Most fractures at depth in earth materials are partially open, with at least some of the fracture surface pinched closed by contact with asperities on the opposing surfaces, or bridges of intact material spanning fracture segments [1,47–50]. It will be convenient to assume as an initial state that a fracture is supported in part by fluid pressure in its open sections and in part by stresses on contacting asperities [35,51]. For simplicity, it will also be assumed that the fracture lies normal to the direction of least principle compression, so shear stresses in the plane of the fracture can be ignored.

The matrix is assumed to be mechanically homogeneous and uniformly stressed prior to development of the fracture. The length of the fracture is finite and mechanical interactions with neighbouring cracks as well as fluid flow through cross-cutting fractures can be taken into account by adjusting the permeability of the matrix. This is possible when the neighbouring fractures are considerably smaller than the one under consideration.

Pressures will change during fluid flow in the fracture, and this will change stresses on the contacting asperities. Decreasing the fluid pressure will compress asperities and cause the aperture to diminish, whereas increasing the fluid pressure will extend asperities and increase the aperture (Figure 1; [35,47]).

Continuing to decrease fluid pressure will only continue to compress asperities, but continuing to increase fluid pressure will diminish the asperity stress and cause opposing asperities to separate (Figure 1). Presumably, further increase in fluid pressure will continue to separate asperities, and to increase the stress intensity at the tip of the fracture (stippled region
at the tips of the fractures in Figure 1). At some point, the stress intensity could be great enough to cause propagation [52].

The general conceptual model consists of four different conditions caused by changing fluid pressures (Figure 1). A decrease in fluid pressure causes asperity compression and a reduction in aperture (Figure 1). An increase in fluid pressure first causes asperity extension and then asperity separation (Figure 1; [35,51]). Propagation follows asperity separation when fluid pressures increase sufficiently (Figure 1). A reduction in fluid pressure following propagation would cause the opposite sequence of events as the fracture closes to rest on asperities.

For clarity with nomenclature (Appendix I), all the fractures described in the following pages will be much more transmissive than their enveloping matrix, so they can be considered open to fluid flow. However, we will reserve the use of the term open fracture to indicate fractures that are supported solely by fluid pressure, so the effective stresses on open fractures are zero. Asperity-supported fractures will refer to fractures where stresses on asperities or bridges at least partially support the fracture. Probably, most naturally occurring fractures at rest are asperity-supported.

**DESCRIPTION OF THE MODEL**

Processes inferred to occur during changes in fluid pressure will be represented in a theoretical model that considers deformation of the solid matrix and fluid flow within the fracture and matrix. Assumptions and principles used to develop the model will be described in the following pages. Equations, calculations and algorithms implemented in the model will be presented in
Appendices A–H. We felt it was important to present details of the calculations used in the model, but this information has been included in appendices to avoid cluttering the description of assumptions and principles that follow.

The rough opposing surfaces of real fractures (Figure 2(a)) will be idealized by assuming the fracture is an elongated elliptical cavity in an elastic material, and the wall of the cavity is loaded arbitrarily by fluid pressure, $P$, and effective stress, $\sigma_e$ (Figure 2(b)). Explicit consideration of the details of the deformation of asperities will be ignored and replaced by changes in effective stress and aperture. Therefore, the asperity stress represented in Figures 1 and 2(a) is averaged per unit area of the fracture and represented as $\sigma_e$ (Figure 2(b)).

A uniform far-field compressive stress, $\sigma_c$, is assumed to confine the system. It follows that the driving (net) pressure, $P_d$, is the difference between the confining stress and the sum of the fluid pressure and effective stress for an asperity-supported fracture (Appendix B). Aperture, $\delta$, is considered the average separation of two points that were adjacent in intact rock before the fracture formed.

Contact aperture, $\delta_o$, is the aperture when asperities first lose contact during fracture opening, or make contact when it is closing. Contact aperture varies over a fracture face depending on the details of slight shear displacements, amplitude of asperities or roughness, thickness of mineral precipitates, or other factors that cause misalignment of opposing fracture walls. Proppant injected into a hydraulic fracture will increase contact aperture.

The distribution of contact aperture over the length of the fracture can be used to determine whether a fracture is open ($\delta > \delta_o$) and loaded only by fluid pressure, or asperity-supported and loaded by fluid pressure and effective stress ($\delta < \delta_o$). The distribution of contact aperture on fractures in the field is poorly known, but it is probably scale-dependant, increasing with the total length of the fracture (Appendix F).

The analysis will consider single, planar fractures of half-length, $a$, and aperture, $\delta$, in two dimensions. The fracture will be normal to the $x_2$ coordinate and occur in the $x_2 = 0$ plane. Both rectangular plane-strain fractures, and circular axisymmetric fractures will be considered, and symmetry will allow both geometries to be represented in cross-section (Figure 2). The mouth of the fracture occurs in the wall of a borehole at $x_1 = r_w$, and the tip occurs at $x_1 = a$ (Figure 2). The fracture propagates in its initial plane, and it can open or close normal to this plane.
Fluid flow

Fluid flow occurs within the fracture and matrix, and fluid can exchange between these two regions. The fluid is assumed to be Newtonian and compressible. Matrix compressibility is considered during changes in fluid storage. Conservation of mass and momentum govern fluid flow within the fracture and matrix, and flow is assumed to be in the laminar regime. Several applications for this analysis are envisioned in the vadose zone, so partially saturated conditions in the matrix are assumed for generality. Note that incorporating non-Newtonian power-law, fluid in this analysis is straightforward.

Fluid flow in the fracture is considered in one dimension, so changes in fluid density normal to the flow direction within the fracture are ignored. Fluid flow in the matrix is considered as 2-D Darcy flow, and partially saturated conditions are allowed (Appendix A). This differs from the simplified Carter’s [46] approximations of leakoff, $q_L$, used in most analyses of hydraulic fracturing.

Matrix deformation

Both global and local matrix deformations are assumed to occur. Global deformation of the fracture and enveloping matrix occurs in response to changes in the driving pressure (Appendix B) on the entire fracture face. In contrast, local deformation of asperities on the fracture surface occurs only in response to changes in local effective stress (Appendix E). These deformations are assumed to be equal [53].

All displacements are assumed to be linear elastic. However, the general relationship between effective stress and fracture aperture can be non-linear, because the area of contact between asperities increases with normal compressive stress in accordance with the results of laboratory experiments [54] and theoretical analyses [34,35,51].

Other investigators have analysed hydraulic fractures in matrix materials that deform plastically [55–57], poro-elastically [58–60], or by other mechanisms [38,61]. We recognize that deformation mechanisms other than elastic can be important, but this version of the analysis is limited to the simplest elastic behaviour.

Propagation

Fracture propagation is assumed to occur when the Mode I stress intensity equals the fracture toughness, $K_I = K_{IC}$ [52]. This propagation criterion is widely used in linear elastic fracture mechanics, and it is a common assumption in models of hydraulic fracture propagation in rock [2,3,38,62], and soil [63–67]. Propagation is assumed to occur in quasi-static, mobile equilibrium, so displacements can be calculated with a static analysis. Fluid flow within the fracture limits the propagation velocity so dynamic effects can be ignored [68]. The fracture can only grow in the plane of the initial crack.

Implementing a solution to fluid flow and deformation

Implementing a solution to fluid flow and deformation requires discretizing equations representing three coupled processes, and then using an algorithm for solving simultaneous, non-linear equations. According to the conceptual model (Figure 1), change in pressure resulting from modest fluid injection or recovery will induce flow along the fracture and cause apertures to change. These processes are coupled because pressure and aperture affect both
continuity of fluid in the fracture (A1) and global displacement (C4) or (C7). However, flow in the fracture is also coupled to flow in the matrix, because $q_L$ appears in (A1) and in the boundary condition (A12c). The latter two processes are further coupled because the global aperture (C4) or (C7) must equal the aperture resulting from asperity deformation (E1) or (E2), and this can only be satisfied by changes in effective stress.

Continued fluid injection could cause asperities to separate. This will first occur at some location along the fracture determined by comparing $\delta_o$ determined using (F1), or another suitable expression, to the current aperture. The effective stress must be zero wherever asperities separate, so $\sigma_e(x_1) = 0$ where $\delta(x_1) > \delta_o(x_1)$.

The stress intensity may have some finite value at the start of the problem if there is an initial aperture caused by opening of a crack. $K_I$ increases during injection and propagation starts when $K_I = K_{Ic}$. When this occurs, it is assumed that the fracture is completely open and the effective stress on the fracture face is zero. Coupling between the global and local aperture calculations is not required when the fracture is completely open (i.e., they are automatically equal).

Discretization. The fracture and enveloping matrix are discretized using a rectangular grid (Figure 2(c)) with a variable spacing of $M$ columns and $N$ rows. The initial fracture lies along the lower row of the grid and is discretized into short segments. The matrix is discretized into blocks, and the width of individual columns of blocks are the same as the length of the segment in the adjacent fracture. The grid is node-centred, so all the calculations are taken at the centre of the blocks in the matrix or segments along the fracture. The grids are either cartesian or axisymmetric, depending on the geometry of the fracture, with $x_1$ along the rows and $x_2$ along the columns.

Coupled processes in static fractures. There are $(N+1)M$ unknowns in the system for a static fracture (not propagating). Fluid pressures (or heads) in the fracture and matrix represent $NM$ unknowns. The effective stresses along the fracture provide another set of $M$ unknowns. Therefore, there are $(N+1)M$ primary equations in this system, corresponding to $NM$ fluid continuity equations and $N$ equations matching displacements in the fracture (Table I). These are termed ‘primary’ equations because they are coupled and cannot be solved independently. An additional set of equations is used to solve for aperture, $\delta$, fluid leakoff, $q_L$, and to couple the primary equations (Table I).

The primary equations include implicit finite difference forms (Table I) of the continuity equations in fracture (A1) and matrix (A11). Spatial derivatives in functions $G$ and $H$, defined in (A1) and ((I) and (II)) in Table I, are written as centred differences in terms of $h$ using (A2)–(A5) and (A13). The hydraulic conductivity in (A13) is weighted toward the upstream value to improve convergence when the porous media is partially saturated.

The other primary equation (III in Table I) requires that the aperture, which is determined based on global displacement of the fracture walls (C4) or (C7) due to the driving pressure (B1), is equal to the local aperture of a fracture resting on asperities, which is determined using (E1) or (E2). This is expressed in the first line in the third row of Table I. The second line ignores this primary equation when the effective stress is zero and the fracture is open. The third line is a ‘penalty’ function, which causes the primary function to produce a large value when the effective stress is negative. This is a computationally effective way to prevent effective stress from becoming negative.
Table I. Primary and coupling equations used in the analysis.

<table>
<thead>
<tr>
<th>ID</th>
<th>Analysis</th>
<th>Number of equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>( G(\delta \rho q) + \frac{\delta \rho - (\delta \rho)^{m-1}}{\Delta t} + \rho q_L = 0 )</td>
<td>Continuity in the fracture (A1)</td>
</tr>
<tr>
<td>II</td>
<td>( H(\rho q) + S(h) \frac{h \rho - (h \rho)^{m-1}}{\Delta t} = 0 )</td>
<td>Continuity in the matrix (A11)</td>
</tr>
<tr>
<td>III</td>
<td>( \frac{\delta_e - \delta_c}{\delta_c} = 0 ) if ( \sigma_c &gt; \varepsilon ) or ( \delta_p &lt; \delta_c ) ( \frac{\delta_g - \delta_c}{\delta_c} = 0 ) if ( -\varepsilon &lt; \sigma_c &lt; \varepsilon ) ( \Theta \sigma_c = 0 ) if ( \sigma_c &lt; -\varepsilon )</td>
<td>Matching local and global apertures</td>
</tr>
</tbody>
</table>

where \( \varepsilon \) is a small number (e.g. \( 10^{-10} \)) and \( \Theta \) is a large number (e.g. \( 10^{10} \)).

**Coupling equation**

| IV | Aperture due to global displacements | \( M \) |

\( \delta_{g,k} \) defined by (C4) for circular fracture
\( \delta_{g,k} \) defined by (C7) for plane-strain fracture

| V  | \( q_L = K_s \frac{h_t - h}{\Delta x_2} \) | Fluid flux between fracture and matrix (A13) | \( M \) |

The analysis uses the relations above with \( h \) and \( h_t \) written as dependent variables using equations given in the appendix. Nomenclature of symbols in Appendix I.
The system of primary equations is solved using Powell’s hybrid [69] method implemented in the routine Hybrd1 in MINPACK [70]. Powell’s hybrid method uses elements of both a modified Newton technique and the trust region method to find the zeros of a system of non-linear equations [69]. Hybrd1 converges when the relative error between the unknowns and the solution is estimated to be within a user-supplied tolerance value. Hybrd1 is relatively robust and accurate compared to other non-linear equation solvers used to solve a suite of benchmark problems by Dent et al. [71].

A solution is obtained by assuming initial conditions, boundary conditions, a time step, $\Delta t$, and a convergence tolerance. Hybrd1 calls a subroutine that first calculates the coupling equations using a current vector of estimates for the pressures and effective stresses, then it calculates the primary equations and returns a solution vector to Hybrd1. Values of the unknowns are adjusted until the error is less than a tolerance value (typically set between $10^{-8}$ and $10^{-5}$ in our calculations).

Failure to meet the convergence tolerance causes the time step, $\Delta t$, in the discretization of the continuity equation to be reduced to $1/n_1$ of the existing $\Delta t$. If $\Delta t$ must be reduced, then it is increased by a factor of $n_2$ after Hybrd1 successfully converges for $n_3$ iterations. This allows the size of the time step to adapt in order to minimize execution time within a specified accuracy. The solution is marched through time by repeating this process, with changes in boundary conditions made as required to represent a particular problem. We typically used $n_1 = 3$, $n_2 = 2$, $n_3 = 4$.

**Initial conditions.** The analysis outlined above requires that computations start from equilibrium conditions. This is accomplished by specifying total confining pressure, initial pressure in the fracture, and the contact aperture distribution as in (F1). However, the aperture itself cannot be specified in advance because it depends on the effective stress distribution, which is initially unknown and must be determined to satisfy equilibrium. As a result, the initial distribution of aperture and effective stress must be calculated before the model is executed. This is done by finding the vector of $\sigma_e$ that satisfies a system consisting of Equations III in Table I written at each segment along the fracture. Hybrd1 is used to solve for the unknown vector using the same approach outlined above.

**Propagation.** The approach to analyzing propagation is to solve for pressures in the fracture and matrix, calculate the stress intensity, and then adjust $P_{\text{tip}}$ and repeat the calculation of pressure and stress intensity until $K_I = K_{Ic}$. An iterative approach was used to find $K_I$ such that

$$K_I = K_{Ic}$$ (1)

The total mass in the fracture, $M_T$, changes whenever $P_{\text{tip}}$ is adjusted to satisfy $K_I = K_{Ic}$. The time step $\Delta t$ from one fracture increment to the next must be adjusted during propagation to satisfy the global mass balance. This is accommodated by using

$$\Delta t = \frac{M_T^{m+1} - M_T^m}{Q \rho}$$ (2)

to adjust the time step during each iteration. This scheme assumes propagation only occurs during injection ($Q > 0$). The time step used during propagation is equal to the time step used in the discretization of continuity, unless the continuity time step has been cut to satisfy convergence (as described above). Details of the logic used during propagation are outlined in Appendix G.
The analysis outlined above is applicable to a wide range of problems involving injection or recovery of fluids from wells intersecting fractures. The analysis was formulated in a code called DFrx (Deformable Fracture), and the code was used to evaluate two example problems to illustrate possible applications.

**Slug test**

Slug tests are among the most widely used methods for characterizing the hydraulic conductivity of aquifers [72], and similar tests are also used to characterize oil reservoirs [11]. The test involves rapidly changing the hydraulic head in a well bore and monitoring the response as the aquifer or reservoir returns to equilibrium. The rate of change of storage in the well bore is equated with the flow rate into the aquifer or reservoir. Many analytical solutions have been proposed for estimating formation properties based on slug tests and most of them represent the formation as a porous layer, or perhaps as a dual-porosity layer [16,17].

A major shortcoming of slug tests is that the pressure signal they produce is only weakly sensitive to the storage properties of the formation. One possibility for reducing this shortcoming is to measure axial displacement of a well bore during a slug test and then analysing the displacement signal to estimate storage properties. It is possible to measure such displacements [73,74], and the model outlined above can be used to predict this response in fractured formations.

**Analysis.** Slug tests were analysed by configuring the code to use the boundary condition given in (A7) and (A8), and parameters selected to represent conditions at depths of several tens of meters in fractured gneiss, typical of rock in the vicinity of Clemson, South Carolina. The matrix was assumed to be impermeable for the initial evaluation. The fracture was assumed to be circular with a radius of 500 m (large enough so the edge has no effect) with a confining stress equivalent to a depth of 30 m (Figure 3). The effect of the free surface was ignored to illustrate the model capability. A free surface could be included using the approach described by Murdoch [67].

The fracture was divided into 65 grid segments whose size increased with distance from the well. The slug was assumed to be \( h_0 = 2 \text{ m} \) of head, and the radius of the boring and casing was \( r_w = r_c = 0.076 \text{ m} \). Young’s modulus, \( E = 40 \text{ GPa} \), and initial normal stiffness, \( K_{ni} = 10^9 \text{ Pa/m} \), to approximately represent gneiss (Table II).

The contact aperture of the fracture was assumed to be \( \delta_0 = 400 \mu\text{m} \), but the actual aperture of the mouth of the fracture reduced to \( \delta = 236 \mu\text{m} \) using the combination of confining stress and initial pressure selected to represent the problem (Table II). The Bandis et al. [54] model (E1) for local deformation of asperities was used, and this causes the effective normal stiffness to increase with effective stress. Storativity of a confined aquifer is approximately related to the normal stiffness of the fracture. A storativity of \( S = 1.2 \times 10^{-5} \) was calculated from the effective normal stiffness under the assumed conditions.

The slug test itself was simulated by specifying the hydraulic head (as in Equation (A8)) in the well as a linearly increasing function of time \( (dh/dt = 0.5 \text{ m/s}) \) for \( \tau \leq 4 \text{ s} \), and then changing the boundary condition to include borehole storage (Equation (A7b)) after \( \tau > 4 \text{ s} \). This rate of pressurization is representative of field conditions, and it provides a realistic start to the
simulation compared to the instantaneous increase in head assumed in most analytical solutions.

**Results.** Initial tests were conducted to verify the DFrx output by comparing results to an analytical solution given by Cooper et al. [75]. Sixty time steps were used for the simulations and run times were approximately 2 min using a convergence tolerance of $10^{-10}$ (Pentium 4, 2.8 GHz, 1GB RAM). The code is capable of automatically adjusting the size of time steps, but no such adjustments were required for this problem.

Several dozen simulations were conducted to verify that the time scaling in the numerical model was the same as in the analytical model. A variety of different initial apertures were used, for example, and all the results resolved to essentially single curve when plotted using

$$t_d = \frac{tT}{r_c^3}$$

as the time axis [74], where the effective transmissivity of the fracture is

$$T = \frac{\delta_1 \gamma}{12 \mu}$$

with $\delta_1$ the aperture at the mouth of the fracture.
Normalized hydraulic head from the numerical analysis is similar to results from the analytical solution (Figure 4), with relative errors of 0.01 or less. The pressurization time is assumed to be instantaneous in the analytical solution, so it is ignored in the numerical results used for comparison in Figure 4. Storage in the fracture will depend on both the effective normal stiffness and on the global deformation of the fracture, which is controlled by the elastic modulus and fracture length. The value of storativity calculated from the normal stiffness alone gives results that are similar to the Cooper et al. [75] solution, suggesting that the global stiffness of the fracture plays a minor role in this example.

Results intended to represent field conditions (Table II) show the hydraulic head and displacement increase during initial pressurization, but then the hydraulic head begins to fall immediately while the fracture continues to dilate (increasing displacement). The displacement reaches a maximum of 1.6 μm approximately 30 s after the peak pressure (Figure 5). As a result, the relationship between hydraulic head and displacement shows hysteresis (Figure 6). Similar hysteretic responses are observed during slug tests in boreholes fitted with extensometers [73,74].

Figure 4. Normalized hydraulic head as a function of dimensionless time for numerical results (points) and analytical solution by Cooper et al. [75] (lines).

Figure 5. Hydraulic head in a well and displacement normal to fracture during slug test.
Even though the analytical solution and the numerical results are similar, the analytical solution would predict displacements of the borehole walls that are directly proportional to the head. As a result, the displacement curve in Figure 5 would have the same shape as the pressure curve, and the curve in Figure 6 would reduce to a single line, losing the effect of hysteresis. The results of our analysis better represent field measurements of displacements and suggest that one application for the analysis could be to help interpret slug tests in fractured formations.

**Propagation and closure of a hydraulic fracture**

Hydraulic fractures are widely used for estimating *in situ* stresses. Wellhead pressures are evaluated as a function of time after injection has been terminated in an effort to estimate the state of the fracture. The pressure at the moment a fracture closes is widely accepted as the minimum confining stress acting normal to the fracture [6]. Recent experiments have shown that in some cases fractures could close at pressures that differ from the confining stress, a finding that is at odds with some stress testing interpretations [76]. Recent analyses of the process of hydraulic fracture closure (e.g. References [76–78]) have assumed uniform pressure and effective stress in the fracture, and have used simplified analyses of leakoff. It seems reasonable to expect that flow within a hydraulic fracture during closure will affect the pressure log, so the approach described above could improve interpretations of stress tests and explanations of laboratory tests.

Most applications of hydraulic fractures for stress testing have been done at relatively great depths in rock, but some applications have used fractures at relatively shallow depths in soil [63–65, 79–81]. The shallow applications can be used directly to estimate stresses for geotechnical or environmental applications, or they can be used as analogs for processes that occur in rock at higher stresses, conditions that are more difficult to simulate experimentally. For example, the behaviour of hydraulic fractures in partially saturated silty clay appears to be similar to the linear elastic behaviour commonly used to represent fractures in rock [63–67]. Malin [81] created hydraulic fractures in the laboratory and field at depths of several meters in an effort to estimate *in situ* stresses, and we used the conditions of his experiments for the example here.
Analysis. An analysis was configured by assuming a vertical, rectangular fracture is created by injecting water at a constant rate into a narrow slot (Figure 7), conditions that represent Malin's experiments. Fluid properties for water at standard conditions were used and wall friction in the fracture was ignored. A grid with variable spaced rows and columns was used to represent the fracture and partially saturated matrix. The enveloping matrix was assumed to be homogeneous, partially saturated soil and characterized by parameters in Table III.

Results. The example simulation required 138 time steps, where $\Delta t = 1$ s after pumping had stopped. A convergence criterion of $10^{-6}$ was used. The time increment was automatically reduced and increased during roughly half of the time steps, and this typically was required when grid blocks in the matrix approached saturation. The global mass balance error during propagation was in the range of 0.005–0.08, and during closure it was less than 0.002. The relatively high mass balance error during propagation seemed acceptable because our main interest was in simulating closure. The mass balance error during propagation can be reduced by using a finer finite difference grid (Figure 2(c)).

![Figure 7. Rectangular, plane-strain hydraulic fracture propagating from a starter slot. Left-side of fracture is truncated.](image)

Table III. Parameters used in the hydraulic fracturing analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>40 MPa</td>
</tr>
<tr>
<td>$v$</td>
<td>0.3</td>
</tr>
<tr>
<td>$K_{IC}$</td>
<td>0.04 MPa m$^{1/2}$</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>0.01 m</td>
</tr>
<tr>
<td>$\phi_{slot}$</td>
<td>0.001 m</td>
</tr>
<tr>
<td>$Q$</td>
<td>3.0E-7 m$^3$/s</td>
</tr>
<tr>
<td>$K_{sat}$</td>
<td>3.0E-9 m/s</td>
</tr>
<tr>
<td>$n$</td>
<td>1.23</td>
</tr>
<tr>
<td>$z_s$</td>
<td>1.0</td>
</tr>
<tr>
<td>$\theta_{sat}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\theta_r$</td>
<td>0.1</td>
</tr>
<tr>
<td>$P_e$</td>
<td>100 Pa</td>
</tr>
<tr>
<td>$S_s$</td>
<td>$10^{-6}$ m$^{-1}$</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>3.56 $\times$ 10$^4$ Pa</td>
</tr>
<tr>
<td>$K_{ni}$</td>
<td>$10^8$ Pa</td>
</tr>
<tr>
<td>$\delta_{o,con}$</td>
<td>$3 \times 10^{-4}$ m</td>
</tr>
<tr>
<td>$P_{initial}$</td>
<td>$-3.0 \times 10^4$ Pa</td>
</tr>
<tr>
<td>$\sigma_{ec}$</td>
<td>2.4 $\times$ 10$^4$ Pa</td>
</tr>
<tr>
<td>$H_f$</td>
<td>10 cm</td>
</tr>
</tbody>
</table>
The fracture grew from a half length of 0.01 m to approximately 0.1 m during the first 44 s, and then the fracture closed for the next 80 s, according to the simulation (Figure 8). Fluid leaked into the partially saturated material during injection and the water content of the matrix adjacent to the fracture increased as leakoff continued during closure (Figure 8). Injection pressure increased sharply until propagation started after 0.8 s. The pressure decreased to roughly $1.1 \times 10^5$ Pa at the end of injection, and the aperture increased from 1 mm (the width of the initial slot) to 1.7 mm (Figure 9). There was a slight decrease in pressure when the pump was turned off in the simulation, and then both the pressure and aperture decreased fairly steadily until 120 s, when the pressure decreased abruptly and then became roughly constant at approximately $-100$ Pa (Figure 9).

![Figure 8](image_url1)

**Figure 8.** Cross-section showing water content in matrix adjacent to hydraulic fracture in soil that is partially saturated: (a) conditions after 1 s of injection prior to propagation, showing grid; (b) during propagation; (c) at the end of injection (44 s); and (d) end of run (120 s).

![Figure 9](image_url2)

**Figure 9.** Injection pressure and aperture at the mouth of a hydraulic fracture during and following injection. Closing of fracture to rest on asperities indicated by upper plot and grey bar.
Asperities on the fracture surface first came in contact at approximately \( t = 74 \text{ s} \) when the injection pressure was approximately \( 6.5 \times 10^4 \text{ Pa} \) (Figure 9). The initial contact occurred at the edge of the initial slot in this simulation because of the distribution of \( \delta_0 \) given by Equation (32). In this case, initial contact progressed from the edge of the slot to the fracture tip and the entire fracture was resting on asperities at \( t = 85 \text{ s} \) (Figure 10(b)). The fluid pressure was \( 4.5 \times 10^4 \text{ Pa} \) when the fracture was fully resting on asperities (Figures 9 and 10(b)).

The closure process is manifested by a subtle change in the pressure log. The slope steepens when asperities first make contact, and it flattens slightly when the fracture is fully resting on asperities. The pressure log varies smoothly during most of the simulation, but it is characterized by slight downward steps when the asperities first make contact (Figure 9).

A much more striking change in the pressure log occurs later, at 120 s, when the pressure drops suddenly (Figure 9). This occurs when the effective stress exceeds \( \sigma_{ec} \) (Appendix I) and the deformation of the asperities changes according to (E2). Essentially the change in deformation amounts to a shift from constant asperity stiffness, to a stiffness that increases with \( \sigma_e \). The relationship between effective stress and normal stiffness apparently plays an important role in the form of the pressure log.

The analysis suggests that fluid continues to flow within the fracture during closure. Fluid velocity drops by roughly a factor of 10 when the pump is turned off, but it continues to flow in response to an increase in the leakoff rate toward the tip (Figure 10(a)). The fluid velocity actually increases near the tip as the deformation of asperities changes when \( \sigma_e = \sigma_{ec} \) at 122 s. This change in velocity results from an increase in the head gradient near the tip (not shown) in response to the stiffening of the asperities.
The contact aperture is assumed to increase with increasing distance from the tip, and this affects the aperture during closure because it causes asperities to first come in contact at the end of the initial notch (Figure 10(b)). The fracture continues to close after the asperities make contact, but the aperture becomes particularly narrow adjacent to the end of the notch. This suggests the closure process could create a restriction to flow between the well and the fracture (Figure 10(b)). Interestingly, a similar displacement field is recognized to occur where hydraulic fractures intersect boreholes (Reference [82, Figures 6–19]).

The effective stress is zero during propagation and shortly after the pump is turned off, but \( \sigma_e \) increases when the asperities make contact (Figure 10(c)). Effective stress is greatest near the initial notch because the contact aperture, \( \delta_c \), is greatest there according to (F1). Effective stress increases sharply adjacent to the notch near the end of the simulation as the deformation of the asperities changes when \( \sigma_e > \sigma_{ec} \). The final distribution of \( \sigma_e \) exceeds the confining stress mostly because excess effective stress is required to create the residual aperture at the end of the simulation (Figure 10(b)). The effective stress exceeds \( \sigma_c \) also because the fluid pressure has become negative at the end of the simulation. This low fluid pressure occurs because the pore pressure in the matrix is negative, which is typical of conditions in the vadose zone.

DISCUSSION

_In situ_ stresses are commonly estimated graphically using various transforms to highlight characteristic signatures on pressure decay logs that are believed to indicate fracture closure [6]. Recent experimental results [76] suggest that this approach could be subject to errors because fractures with leakoff can close at pressures that differ from the confining stress, and these pressures could be difficult to identify as signatures on pressure logs. Malin [81] also found that using graphical methods to interpret pressure logs from hydraulic fractures created in the vadose zone can produce ambiguous results.

The example shown here confirms those experimental results by simulating details of the closure process. The results show that a fracture can close to rest on asperities over a range of pressures that exceed the confining stress, similar to the interpretation of experimental results reported by van Dam _et al._ [76, Figure 7]. The most striking change in the simulated pressure log occurs at 120 s (Figure 9). This change in the log occurs after the fracture has closed and the pressure has dropped below the confining stress, and is a response to the deformation style of the asperities assumed for this example (Figure 9). This type of material response by asperities might never occur in nature, but it points out the importance that progressive deformation of asperities has on the form of the pressure decay log.

Graphical methods of interpreting the pressure decay log to estimate _in situ_ stress would have difficulties with the example shown here, and with the results of experiments reported by van Dam _et al._ [76]. The subtle change in the pressure log during closure probably could be detected using a graphical interpretation, but the inferred stress would be greater than the confining stress. The striking change at the end of the log could also have been interpreted to be a result of fracture closure, but this change occurs at less than the confining stress.

In addition to analysing stress tests, the contact aperture (F1) can be interpreted as the thickness of proppant in a fracture. It seems possible that this analytical approach can be used to evaluate pressure records from hydraulic fracturing operations in order to estimate proppant distribution.
One possible application for the analysis described above is to interpret the results of hydraulic fracturing stress tests more rigorously than was possible using graphical methods or analytical solutions. Gulrajani and Nolte [78] describe the state-of-the-art in using analytical solutions to interpret fracturing pressure logs and they recognize possible limitations that result from the assumptions required to obtain those solutions. They suggest that ‘an appropriately calibrated numerical simulator that adequately simulates the important processes during a fracturing application’, might add insights, but they do not identify a particular simulator that meets these specifications. Gulrajani and Nolte [78] also emphasize the need to apply non-linear, parameter estimation methods when using numerical simulators and they recognize potential pitfalls associated with these computationally intensive techniques.

The analysis outlined here is simpler than research fracturing codes and probably will execute faster than those codes, but it can represent more processes than analytical solutions. The analyses shown in Figures 8–10 required approximately 8 min of CPU time on a 2.8 GHz Pentium 4 computer (1 GB RAM). As a result of this relatively short execution time, it is practical to adapt the code for applications involving parameter estimation. DFrx has been interfaced with parameter estimation routines that use implicit filtering [83] and the Levenberg–Marquardt routine [84]. It has also been implemented with the commercial, parameter-estimation software PEST.

The code can be readily adapted to include other fluid and material properties and processes. For example, the current analyses assumes Newtonian fluid is injected into the fracture, however, it is to straightforwardly include other fluid rheologies by modifying the flow laws in (A3) and (A13). Simple functions were used for local displacements due to deformation of asperities (E1 and E2), but other constitutive relations can readily be included pending justification by lab experiments or other methods. A simple distribution of contact aperture (F1) was assumed for the examples given here because little is known about this distribution in the field. Other simple distributions of contact aperture (uniform distribution, for example) were tested and solutions could readily be obtained for these cases. Propagation criteria that differ from the one used here could be appropriate for hydraulic fractures in some materials, such as cohesionless sediments [57,85].

CONCLUSIONS

Fluid flow in the vicinity of wells intersecting deformable fractures is important to a wide range of problems, and a new model and code have been developed for analysing relevant aspects of these problems. Our model differs from existing analyses in that it considers both fractures that are asperity-supported and at rest, and fractures that are fully open and propagating. Moreover, the analysis can include transitions between the two conditions, so it can simulate the opening, propagation, and closing of a fracture, for example. This is accomplished by using a term called the contact aperture, which is the aperture where asperities on a closing fracture surface first make contact. Contact aperture varies over a fracture surface, and the distribution of this parameter allows the code to distinguish regions that are open from those that are asperity supported.

The closing of an open fracture is assumed to produce an effective stress as the fracture face becomes partially supported by asperities. The analysis includes effective stress on the fracture face as an unknown, which is determined by requiring that global displacements of the fracture
walls determined from an elasticity solution match the local displacements of asperities
determined from expressions based on lab experiments. Global displacements depend on both
the fluid pressure in the fracture and the effective stress, whereas asperity deformation depends
only on effective stress. This requirement introduces a non-linear mechanical interaction
between fluid pressure, effective stress and aperture for asperity-supported fractures.

The code uses analytical expressions to determine displacements, so meaningful problems can
be solved relatively quickly. The execution times are fast enough so the inversion of data from
well tests or hydraulic fracturing tests can be accomplished in practical times.

APPENDIX A: FLUID FLOW

A.1. Continuity of mass in the fracture

Continuity of mass in the fracture gives [68]

\[
\frac{\partial (\rho_f \delta)}{\partial t} + \rho_f q_L = 0
\]

\[
G = \frac{\partial (\rho_f q \delta)}{\partial x_1} + \frac{\rho_f q \delta}{x_1}
\]

where \(\delta\) is the fracture aperture, \(\rho_f\) is fluid density, \(q\) is the volumetric flux or average velocity
within the fracture, and \(q_L\) is the volumetric flux out through the walls of the fracture.

The problems considered here use liquids in the fracture, so the fluid density is given by (e.g.
Reference [86])

\[
\rho_f = \rho_o e^{(P-P_o)}
\]

The fluid flux is assumed to be given by the parallel plate approximation [87]

\[
q = -\frac{\delta^2 \gamma}{12 \mu} C_f \left(\frac{\partial h_f}{\partial x_1}\right)
\]

where the compressibility of the fluid is assumed to be constant across the width of the fracture.
Here \(C_f\) is a friction coefficient that accounts for roughness of the fracture walls and the
tortuosity of flow paths through a partially open crack. A variety of approaches have been
suggested for determining a friction coefficient within the range \(0 < C_f < 1.0\) [49,50]. The method
used here is to account for tortuosity using

\[
C_f = \frac{\alpha}{2 - \alpha}
\]

where \(\alpha\) is the ratio of the area of open pore space in the fracture to the total area of the fracture
surface [48,88,89]. Additional terms can be used to account for the roughness of the fracture
walls [50,87].

It seems likely that \(\alpha\), and thus \(C_f\), change progressively during normal displacement of a
fracture [89]. Changes in effective stress are small for the examples we have evaluated, so we
have assumed that \(C_f\) is constant and given by (A4) where asperities are in contact, and \(C_f = 1.0\)
where the fracture is open. Other schemes where $C_f$ changes as a linear, or some other, function of effective stress can be easily implemented in the model.

Relations that involve fluid flow are written in terms of hydraulic head, $h$, whereas those that involve multiphase properties or mechanical displacements are written in terms of fluid pressure, $P$. They are related using

$$ h = \frac{P}{\rho_f g} + z \quad (A5) $$

where $z$ is vertical distance from a horizontal reference plane.

Boundary conditions for (A1) depend on interactions between the fracture and the well at $x_1 = r_w$, and whether the fracture is propagating at $x_1 = a$.

**Flow rate at fracture mouth known.** When the volumetric injection rate $Q$ into the fracture is known, the boundary condition at the mouth of the fracture is

$$ q_{\text{well}} = \frac{Q}{\delta_1 L} \quad \text{at} \quad x_1 = r_w \quad (A6) $$

where $\delta_1$ is the aperture at the well, $L = 2\pi r_w$ for a circular fracture and $L = H_f$ is the effective fracture height for a plane-strain fracture.

The volumetric flow rate into a fracture, $Q$, can be affected by changes in wellbore storage. A mass balance on the wellbore requires that

$$ Q = Q_{pi} - \frac{1}{\rho_f} \frac{\partial (\rho V_s)}{\partial t} \quad (A7a) $$

where $V_s$ is the volume of fluid stored in the wellbore or pumping system outside of the fracture, and $Q_{pi}$ is the volumetric rate at which fluid is pumped into the well. During a slug test or the recovery phase following a constant rate test in an open well, for example, $Q_{pi} = 0$, and for an open vertical well $V_s = \pi r_c^2 h_w$, so

$$ Q = -\pi r_c^2 \frac{\partial h_w}{\partial t} \quad (A7b) $$

where $h_w$ is the hydraulic head in the wellbore, $r_c$ is the radius of the well casing, and changes in fluid density are ignored ($\rho_f$ is constant).

During some well tests, $Q_{pi}$ is typically constant at the wellhead, but the volume of fluid stored in the wellbore might change with pressure due to compliance of the pumping system, $dV_s/dP$, and fluid compressibility, $\beta$. This could occur during hydraulic fracturing tests or pressure pulse tests where intervals of a borehole are isolated by packers. It follows that

$$ Q = Q_{pi} - \left( \frac{1}{\rho_f} \frac{\partial (\rho_f V_s)}{\partial P} + \beta V_s \right) \frac{\partial P_w}{\partial t} \quad (A7c) $$

In pumping systems that contain small volumes of gas, $V_g$, the compressibility of the gas can be more important than the compliance of the pump and tubing. Assuming the injection tubing is
rigid and the gas behaves ideally, then

$$Q = Q_{\text{pi}} - \left( V_g P_a \frac{1 - \beta(P_a + P)}{(P_a + P)^2} + \beta V_s \right) \frac{\partial P_w}{\partial t} \quad (A7d)$$

In some cases, even in the absence of gas, fluid compressibility can drive fracture propagation [90], but this effect is small and has been ignored here.

**Pressure at fracture mouth known.** Some well tests maintain a constant pressure, whereas others require that the pressure varying according to a specified history (e.g. the pressure increase at the start of a slug test). The boundary condition at the mouth of the fracture in this case is

$$P_w = P_s \quad \text{at} \quad x_1 = r_w \quad (A8)$$

**Fracture tip (no propagation).** No-flow conditions are assumed at the tip of a static fracture, so

$$\frac{\partial P}{\partial x_1} = 0 \quad \text{at} \quad x_1 = a \quad (A9)$$

**Fracture tip (propagation).** The boundary condition that should be used to properly represent the physics of flow at the fracture tip has drawn considerable attention and the issue remains unresolved. One approach is to use an analytical solution to idealize conditions at the tip of a hydraulic fracture for the boundary condition in a more general numerical model, as was done by Desroches and Carter [91]. This type of solution is available for a few end-member tip conditions (e.g. References [45,92,93]). However, other factors, such as mode III branching or bridging, introduce additional fracture tip scales that are difficult to quantify at present, yet the interplay between these scales could be a critical factor affecting the final fracture geometry, orientation, and pressure distribution.

We recognize the importance of specifying a mathematically consistent tip boundary condition, but we already included a variety of processes (Darcy leakoff, fracture roughness) that go beyond the available asymptotic analyses of tip conditions. As a result, the application of existing asymptotic analyses to our model is unclear. Therefore, we chose as the boundary condition to specify the pressure at the tip

$$P = P_{\text{tip}} \quad \text{at} \quad x_1 = a \quad (A10)$$

i.e. at the last grid block in the finite difference approximation used for fluid flow.

The boundary condition in (A10) facilitates the analysis of fluid pressure within the fracture and adjusting $P_{\text{tip}}$ provides a convenient mechanism for satisfying the propagation criterion.
Continuity in matrix

Continuity of mass in the matrix gives

\[
H + \frac{\partial \theta}{\partial h} \frac{\partial (\rho h)}{\partial t} = 0
\]

\[
H = \frac{\partial (\rho q_1)}{\partial x_1} + \frac{\partial (\rho q_2)}{\partial x_2} + \rho q_1 \kappa
\]

\[
\kappa = \begin{cases} 
0 & \text{plane strain} \\
1 & \text{axisymmetric} 
\end{cases}
\]

Fluid density was assumed to be constant in partially saturated conditions. Boundary conditions used with (A11) include

\[
q_1(0, 0 < x_2 < x_{2\text{ max}}) = 0 \quad (A12a)
\]

\[
q_1(x_{1\text{ max}}, 0 < x_2 < x_{2\text{ max}}) = 0 \quad (A12b)
\]

\[
q_2(0 < x_1 < x_{1\text{ max}}, 0) = q_L(0 < x_1 < x_{1\text{ max}}) \quad (A12c)
\]

\[
h(0 < x_1 < x_{1\text{ max}}, x_{2\text{ max}}) = h_0 \quad (A12d)
\]

where \(x_{1\text{ max}}\) and \(x_{2\text{ max}}\) are boundaries of the flow domain (\(x_{1\text{ max}} = a\) in our simulations).

Volumetric flux within the matrix is determined by Darcy’s Law

\[
q_n = -K_n \frac{\partial h}{\partial x_n}, \quad n = 1, 2 \quad (A13)
\]

Leakoff flux, \(q_L\), is calculated using a finite difference form of (A13) at the wall of the fracture.

Water saturation in the matrix is assumed to be arbitrary to facilitate analysing fracture propagation in the vadose zone. The volumetric water content in the matrix, \(\theta\), is assumed to be a function of pore pressure. We used a function based on Reference [94], but other functions are also available. Our model uses

\[
\theta = \theta_e + (\theta_s - \theta_e) \left[ \frac{1}{1 + (z_s|P - P_e|)^n} \right]^{(n-1)/n} + P S_s \quad \text{where } P < P_e \quad (A14a)
\]

\[
\theta = \theta_e + S_s P \quad \text{where } P \geq P_e \quad (A14b)
\]

where \(P_e\) is the air-entry pressure. The specific storage, \(S_s\), is assumed to be constant at all saturations. The hydraulic conductivity of the matrix follows from (A14a) as [94]

\[
K = K_s \quad \text{where } P \geq P_e \quad (A15a)
\]

\[
K = K_s \left( \frac{1}{1 + (z_s|P - P_e|)^n} \right)^{(n-1)/2n} \left\{ 1 - \left( \frac{(z_s|P - P_e|)^n}{1 + (z_s|P - P_e|)^n} \right)^{(n-1)/n} \right\}^2 \quad \text{where } P < P_e \quad (A15b)
\]
APPENDIX B: DRIVING PRESSURE

A fracture resting on asperities will be held open by the internal fluid pressure, \( P \), and in part by the effective stress acting on the asperities, \( \sigma_e \). The driving pressure for the crack is

\[
P_d = \alpha P + \sigma_e - \sigma_c
\]  

(B1)

A force balance indicates that \( \alpha \) is ratio of the area of open space to total fracture surface, the same definition used to characterize tortuosity in (A4). This definition of driving pressure allows us to use elastic displacement equations to determine apertures of fractures that are resting on asperities, as well as those that are fully open. The effective stress is zero when the fracture is fully open or propagating, so for this case the driving pressure reduces to the familiar form

\[
P_d = P - \sigma_c
\]  

(B2)

APPENDIX C: GLOBAL DISPLACEMENTS AND APERTURE

Fracture aperture is determined by assuming \( P_d \) is uniformly distributed over each segment, although it varies over the entire fracture. For an analysis considering a segment spanning \( b \leq x_1 \leq c \), the driving pressure is

\[
P_d(x) = \begin{cases} 
P_d, & b \leq x_1 \leq c \\ 
0, & 0 < x_1 < b \text{ or } c < x_1 < a 
\end{cases}
\]  

(C1)

Defining for convenience

\[
\rho = \frac{x_1}{a} \\
\beta^* = \frac{b}{a} \\
c^* = \frac{c}{a} \\
C_1 = \frac{4\alpha(1 - v^2)}{\pi E}
\]  

(C2)

The aperture of a plane-strain fracture loaded by driving pressure \( P_d \) uniformly distributed over a patch that spans the interval \( b < x_1 < c \) is [95, p. 5.12].

\[
\delta_p(x_1, \beta^*, c^*, P_d) = C_1[A - B + C]P_d
\]

\[
A = (c^* - \rho) \cosh^{-1} \frac{1 - c^*\rho}{|\rho - c^*|}
\]

\[
B = (\beta^* - \rho) \cosh^{-1} \frac{1 - \beta^*\rho}{|\rho - \beta^*|}
\]

\[
C = \sqrt{1 - \rho^2} (\sin^{-1} c^* - \sin^{-1} \beta^*)
\]  

(C3)
The total global aperture of a plane-strain fracture is obtained by superposition of the displacements due to driving pressures at each of the finite difference grid blocks

$$\delta_g(\rho, P_d) = \sum_{i=1}^{m} \delta_p(\rho, b_i^*, c_i^*, P_d)$$  \hspace{1cm} (C4)

An equivalent solution for a circular fracture can be obtained from Reference [96, p. 489]

$$\delta_p(\rho) = 2C_1 \int_{\rho}^{1} \frac{\mu}{(\mu^2 - \rho)} \, d\mu \int_{0}^{1} \frac{\tau P_d(\tau \mu)}{\sqrt{1 - \tau^2}} \, d\tau$$  \hspace{1cm} (C5)

which gives the aperture of a circular fracture with $P_d$ an arbitrary function of $\rho$. Assuming the driving pressure is uniformly distributed over an annular patch as in (C1) and performing the necessary integration in (C5) gives

$$\delta_p(\rho, b^*, c^*, P_d) = C_1[D(b^*, \rho) - D(c^*, \rho)]P_d \quad \text{for} \quad c^* < \rho < 1$$  \hspace{1cm} (C6a)

$$\delta_p(\rho, b^*, c^*, P_d) = C_1[D(b^*, \rho) - G(c^*, \rho)]P_d \quad \text{for} \quad b^* < \rho < c^*$$  \hspace{1cm} (C6b)

$$\delta_p(\rho, b^*, c^*, P_d) = C_1[G(b^*, \rho) - G(c^*, \rho)]P_d \quad \text{for} \quad 0 < \rho < b^*$$  \hspace{1cm} (C6c)

with

$$D(\xi, \rho) = \int_{\rho}^{1} \sqrt{\frac{\mu^2 - \xi^2}{\mu^2 - \rho^2}} \, d\mu = \frac{\rho^2 - \xi^2}{\rho} \frac{F(u_1, t_1) - \rho E(u_1, t_1)}{\rho} + \varphi_1$$

$$\varphi_1 = \sqrt{\frac{1 - \rho^2}{1 - \xi^2}}$$  \hspace{1cm} (C6d)

$$u_1 = \sin^{-1} \varphi_1$$

$$t_1 = \frac{\xi}{\rho}$$

and

$$G(\xi, \rho) = \int_{\xi}^{1} \sqrt{\frac{\mu^2 - \xi^2}{\mu^2 - \rho^2}} \, d\mu = \varphi_2 - \xi E(u_2, t_2)$$

$$\varphi_2 = \sqrt{\frac{1 - \xi^2}{1 - \rho^2}}$$  \hspace{1cm} (C6e)

$$u_2 = \sin^{-1} \varphi_2$$

$$t_2 = \frac{\rho}{\xi}$$
where \( F(u, t) \) and \( E(u, t) \) are the elliptic integrals of the first and second kind, respectively [97]. The total aperture of the crack is

\[
\delta_d(\rho, P_d) = \sum_{i=1}^{m} \delta_p(\rho, b_i^*, c_i^*, P_d)
\]  

(C7)

**APPENDIX D: STRESS INTENSITY FACTORS**

The total Mode I stress intensity is obtained by superimposing solutions for driving pressures applied to patches on the crack face, using the same approach as the aperture calculations. The Mode I stress intensity for a plane-strain crack loaded by \( P_d \) applied over \( b < x_1 < c \) is given by Tada et al. [95, 5.12]

\[
K_I = \frac{P_d \sqrt{a}}{\sqrt{\pi}} [\sin^{-1} c^* - \sin^{-1} b^* \pm (\sqrt{1 - c^*^2} - \sqrt{1 - b^*^2})]
\]

(D1)

The plane-strain crack is centred on \( x_1 = 0 \) and \( K_I \) is taken to apply to the positive \( x_1 \) side. For this case, the \( \pm \) is \(-\) when \( b^* > 0 \) and it is \(+\) when \( c^* < 0 \). Loading on the crack is assumed to be symmetric about the \( x_2 \)-axis for this work, but loads on the entire crack \((-a < x_1 < a)\) contribute to \( K_I \) and are considered. It follows that the total Mode I stress intensity factor is

\[
K_I = \sum_{i=-m}^{m} (K_I)_i
\]

(D2)

where negative values of \( i \) indicate negative values of \( b^* \) and \( c^* \).

For a circular crack, \( K_I \) for \( P_d \) applied over \( b < x_1 < c \) can be obtained by integrating 24.5 in Reference [95] to give

\[
K_I = \frac{2P_d \sqrt{a}}{\sqrt{\pi}} \int_{b^*}^{c^*} \frac{\xi}{\sqrt{\xi^2 - \xi^2}} d\xi = \frac{2P_d \sqrt{a}}{\sqrt{\pi}} (\sqrt{1 - b^*^2} - \sqrt{1 - c^*^2})
\]

(D3)

and the total stress intensity is again

\[
K_I = \sum_{i=-m}^{m} (K_I)_i
\]

(D4)

**APPENDIX E: LOCAL DISPLACEMENTS AND FRACTURE NORMAL STIFFNESS**

Asperities that hold open a fracture at depth are assumed to deform as the effective stress changes when fluid pressures change. Deformation of asperities will in turn lead to changes of aperture. Both lab experiments [54] and theoretical analyses [34,35,98] indicate that the aperture decreases roughly in proportion to increases in effective stress when the changes in effective stress is relatively modest. However, the aperture diminishes to some minimum finite value, \( \delta_{\text{min}} \), when effective stress becomes large. A variety of relations between aperture of an asperity-supported fracture and effective stress have been proposed (review by Zimmerman and Main [50]), but functionally they are subtle variations of a linear closure that becomes asymptotic at

high effective stress. Two relations have been used in the analysis here. One is a common form suggested by Bandis et al. [54]

$$\delta_c = \delta_o - \frac{(\delta_o - \delta_{\text{min}})\sigma_e}{K_{ni}(\delta_o - \delta_{\text{min}}) + \sigma_e}$$  \hspace{1cm} (E1)

Many applications of the flow through fractures supported by asperities consider changes in fluid pressure that are small, and the aperture is nearly a linear function of effective stress. We suggest an alternative function

$$\delta_c = \left\{ \begin{array}{ll}
\delta_o - \frac{\sigma_e}{K_{ni}}, & \sigma_e \leq \sigma_{\text{ec}} \\
\left( \delta_o - \frac{\sigma_{\text{ec}}}{K_{ni}} - \delta_{\text{min}} \right) e^{-\frac{(\sigma_e - \sigma_\infty)}{K_{ni}(\delta_o - \delta_{\text{min}}) - \sigma_{\text{ec}}}} + \delta_{\text{min}}, & \sigma_e > \sigma_{\text{ec}}
\end{array} \right.$$  \hspace{1cm} (E2)

which gives a relation that resembles the one described by Bandis et al. [54], but it is exactly linear at low values of effective stress. Problems that involve fractures that close or open might converge more readily using the linear relation (E2) than the Bandis model (E1). However, (E2) could give peculiar results if $$\sigma_e$$ increases and exceeds $$\sigma_{\text{ec}}$$ during the simulation because the effective normal stiffness can increase sharply over this transition in $$\sigma_e$$ (as in the fracture propagation example described in the main text).

APPENDIX F: CONTACT APERTURE

Contact aperture, $$\delta_o$$, varies over a fracture face depending on the details of slight shear displacements, amplitude of asperities or roughness, or other factors that cause misalignment of opposing fracture walls. Contact aperture could also result from bridges between fracture segments. A simple approach is to assume the contact aperture increases with distance from the fracture tip according to

$$\delta_o(x_1) = \delta_\ast \left( 1 - \left( \frac{x_1}{a} \right)^2 \right)^{1/2}$$  \hspace{1cm} (F1)

where $$\delta_\ast$$ is the contact aperture at the mouth of the fracture. This implies that the misalignment between fracture walls is scale dependent, increasing with the size of the fracture, which seems reasonable for many cases. Alternative forms of (F1) can readily be included.

Details of the effects of a fracture closing on proppant can be simulated using this code by using parameters in (E1) and (E2) that represent proppant deformation, and by using (F1), or a similar relation, to express the distribution of proppant in the fracture.

APPENDIX G: IMPLEMENTING THE PROPAGATION CRITERION

Finding $$P_{\text{tip}}$$

A general iterative approach to find $$P_{\text{tip}}$$ such that $$K_I \approx K_{Ic}$$ is based on the method of mid-sections:

1. **Step 1**: Calculate $$K_{11}$$ using the $$P_1 = P_{\text{tip}}$$ from the previous time step.
2. **Step 2**: Calculate $$K_{12}$$ using $$P_2 = P_{\text{tip}}/2$$.
Step 3: Calculate $K_{Im}$ using $P_m = (P_1 + P_2)/2$.

Step 4: If $K_{12} < K_{IC} < K_{Im}$, then set $K_{12} = K_{Im}$ and recalculate $K_{Im}$ using $P_m = (P_m + P_2)/2$ else if $K_{Im} < K_{IC} < K_{11}$, then set $K_{12} = K_{Im}$ and recalculate $K_{Im}$ using $P_m = (P_m + P_1)/2$.

Step 5: Repeat Step 4 until $K_1$ is within a tolerance value of $K_{IC}$ (e.g. $\pm 0.001$).

This approach is robust, but it can require as many as $\sim 10$ calculations of $K_1$ to converge using a tolerance of $\pm 0.001$. An alternative method that can converge faster than 10 steps uses linear interpolation as follows:

Step 1: Calculate $K_{11}$ using the $P_1 = P_{tip}$ from the previous time step.

Step 2: Calculate $K_{12}$ using $P_2 = CP_{tip}$, where $C < 1$ is a chosen positive number.

Step 3: Calculate $P_m = P_{tip} + (P_2 - P_1)(K_{IC} - K_{12})/(K_{12} - K_{11})$.

Step 4: Calculate $K_{Im}$ using $P_m$ and compare to tolerance.

Step 5: If necessary, let $P_1 = P_2$, $P_2 = P_m$, and repeat steps 3 and 4.

This method typically converged after Step 3 for $C = 0.95$, suggesting that $K_1$ is nearly a linear function of $P_{tip}$ for the problems we have evaluated.

Propagation

The logic used to implement propagation is as follows:

Step 1: Iteratively find $P_{tip}$ such that $K_1 = K_{IC}$ within a tolerance. Use the procedure above.

Step 2: Revise $\Delta t$ during each iteration for $P_{tip}$ using (2).

Step 3: Check that $\Delta t$ has changed between successive iterations by less than a tolerance (e.g. $\pm 0.01$).

Step 4: Use the iterative procedure in Step 1 to calculate two more values of $P_{tip}$, $K_1$, and $\Delta t$.

Step 5: Check that $K_1$ and $\Delta t$ criteria as in Steps 1 and 3 are satisfied. Return to Step 4 as needed.

The procedure outlined above required four to seven calculations of $K_1$ for most problems.

APPENDIX H: DISCRETIZATION

The fracture and enveloping matrix are discretized using a rectangular grid with a variable spacing of $M$ columns and $N$ rows. The initial fracture lies along the lower row of the grid and is discretized into short segments. The matrix is discretized into blocks, and the widths of individual columns of blocks are the same as the length of the segment in the adjacent fracture. The grid is node-centred, so all the calculations are taken at the centre of the blocks in the matrix or segments along the fracture. The grids are either cartesian or axisymmetric, depending on the geometry of the fracture, with $x_1$ along the rows and $x_2$ along the columns.

The problems are assumed to be symmetric both about a plane through the fracture and about the borehole. Only one quarter of the matrix is represented in the grid as a result of symmetry. The full aperture of the fracture is represented by each segment, but only enough segments are used to represent half of the fracture.

The fracture is assumed to propagate in its initial plane, so the fracture will always stay within the same row. A segment and column of matrix blocks is added each time the fracture propagates. As a result, the size of the grid increases during propagation and this will increase...
the computation time of each time step. A moving grid was considered to reduce computation time associated with the expanding grid during propagation. Leakoff into partially saturated conditions is difficult to represent in a moving grid because the relationship between saturation and pressure is non-linear, so using a moving grid was infeasible.

The fracture occurs in the bottom row of the grid (Figure 2), with the mouth of the fracture in the first column and the tip in the last one. Problems where fractures propagated were typically set up using segments of uniform width along the initial fracture, and geometrically increasing width along the propagating fracture. The height of rows is small adjacent to the fracture and they increase geometrically with distance from the fracture (Figure 2).

The width of the segment (or column) at the fracture tip increases as the fracture grows in order to improve efficiency of the solution during propagation. We recognize that this progressively diminishes resolution of fluid flow in the tip region of a hydraulic fracture during propagation. This is an inevitable consequence of using a fixed grid to represent partially saturated conditions in the matrix.

### APPENDIX I: NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>half-length of fracture</td>
</tr>
<tr>
<td>$a_i$</td>
<td>initial half-length of fracture</td>
</tr>
<tr>
<td>$b, c$</td>
<td>boundaries of interval on fracture bearing driving pressure $P_{d,bc}$</td>
</tr>
<tr>
<td>$C_f$</td>
<td>friction coefficient during fluid flow in fracture</td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus</td>
</tr>
<tr>
<td>$E(u,t)$</td>
<td>elliptic integral of the second kind</td>
</tr>
<tr>
<td>$E'$</td>
<td>$E/(1-v^2)$</td>
</tr>
<tr>
<td>$F(u,t)$</td>
<td>elliptic integral of the first kind</td>
</tr>
<tr>
<td>$h$</td>
<td>hydraulic head in matrix</td>
</tr>
<tr>
<td>$h_f$</td>
<td>hydraulic head in fracture</td>
</tr>
<tr>
<td>$h_p$</td>
<td>initial hydraulic head</td>
</tr>
<tr>
<td>$h_w$</td>
<td>hydraulic head in well</td>
</tr>
<tr>
<td>$H_f$</td>
<td>height of a rectangular fracture</td>
</tr>
<tr>
<td>$K$</td>
<td>hydraulic conductivity</td>
</tr>
<tr>
<td>$K_l$</td>
<td>stress intensity factor</td>
</tr>
<tr>
<td>$K_{sat}$</td>
<td>saturated hydraulic conductivity</td>
</tr>
<tr>
<td>$K_{ic}$</td>
<td>fracture toughness</td>
</tr>
<tr>
<td>$K_{ni}$</td>
<td>normal stiffness of fracture at initial contact of asperities</td>
</tr>
<tr>
<td>$K_s$</td>
<td>saturated hydraulic conductivity of matrix</td>
</tr>
<tr>
<td>$L$</td>
<td>entry length at mouth of fracture</td>
</tr>
<tr>
<td>$m$</td>
<td>number of the time step in Table I, number of grid points along fracture in Appendix C</td>
</tr>
<tr>
<td>$M$</td>
<td>number of segments of fracture or columns in grid</td>
</tr>
<tr>
<td>$M_T$</td>
<td>total mass of fluid injected into fracture</td>
</tr>
<tr>
<td>$n$</td>
<td>term affecting shape of capillary pressure and relative permeability relations</td>
</tr>
<tr>
<td>$N$</td>
<td>number of rows in grid</td>
</tr>
<tr>
<td>$P$</td>
<td>fluid pressure measured relative to $P_a$</td>
</tr>
<tr>
<td>$P_a$</td>
<td>atmospheric pressure</td>
</tr>
</tbody>
</table>
$P_d$ driving pressure on fracture face
$P_{d1}$ driving pressure over interval $b < x_1 < c$ in (C1)
$P_e$ air-entry pressure for the matrix
$P_{initial}$ initial pore pressure in the matrix
$P_o$ reference pressure for fluid density
$P_s$ steady pressure at mouth of fracture in A8
$P_{tip}$ pressure at the fracture tip
$P_w$ pressure in the wellbore at the elevation of the fracture
$q_{well}$ fluid flux into fracture at the well
$q$ volumetric flux or average velocity within the fracture
$q_L$ leakoff flux out of the fracture
$q_n$ volumetric flux in the $n$ direction in matrix
$Q$ volumetric flow rate
$Q_{pi}$ volumetric flowrate of fluid into well
$r_c$ radius of the casing
$r_w$ radius of wellbore where the fracture mouth intersects the well
$S$ storativity
$S_s$ specific storage of matrix, from compressibility of solid and fluid
$S(h) = \partial \theta / \partial h$
t time
$T$ fracture transmissivity
$\Delta t$ time step
$V_g$ volume of gas trapped in pumping system or wellbore
$V_f$ volume of fluid stored in pumping system
$x_n$ spatial coordinate; $x_1 = x$ for plane-strain case, $x_1 = r$ for axisymmetric case.
Coordinate normal to fracture is $x_2$ for both cases
$x_{1,max}, x_{2,max}$ maximum values of coordinate
$z$ vertical distance used to calculated hydraulic head

Greek letters
$\alpha$ ratio of open area/total area of fracture
$\beta$ term affecting shape of capillary pressure and relative permeability relations
$\gamma$ fluid compressibility
$\delta_c$ mechanical aperture from local deformation of asperities
$\delta_g$ mechanical aperture from global deformation of fracture walls
$\delta_{min}$ minimum fracture aperture at high effective stress
$\delta_o$ mechanical fracture aperture at initial contact of asperities
$\delta_p$ global aperture due to driving pressure applied over a small increment
$\delta_f$ fracture aperture
$\delta_c$ contact aperture at mouth of fracture
$\delta_{slot}$ aperture of initial slot
$\theta_{sat}$ saturated water content of matrix
$\Delta$ small extension of the fracture length in (A10)
$\varepsilon$ zero tolerance for effective stress in numerical scheme used in Table I
$\theta$ volumetric water content in matrix
\( \theta_r \)  residual volumetric water content in matrix
\( \theta_s \)  saturated volumetric water content in matrix, at \( P = 0 \)
\( \Theta \)  penalty constant in numerical scheme used in Table I
\( \mu \)  dynamic viscosity
\( \nu \)  Poisson’s ratio
\( \rho \)  \( x_1/a \)
\( \rho_f \)  density of fluid in the fracture
\( \rho_o \)  fluid density at a reference pressure
\( \sigma_c \)  confining stress
\( \sigma_e \)  effective stress on wall of fracture
\( \sigma_{ec} \)  aperture is a linear function of \( \sigma_e \), where \( \sigma_c < \sigma_{ec} \)
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