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Three-dimensional visualization of material composition within multiple grains and across

complex networks of grain boundaries at nanoscales can provide new insight into the

structure evolution and emerging functional properties of the material for diverse applica-

tions. Here, using nanoscale scanning X-ray fluorescence tomography, coupled with an

advanced self-absorption correction algorithm developed in this work, we analyze the three-

dimensional gain distributions and compositions in a Ce0.8Gd0.2O2-δ-CoFe2O4 mixed ionic-

electronic conductor system with high accuracy and statistical significance. Our systematic

investigation reveals an additional emergent phase and uncovers highly intriguing composi-

tion stability ranges for the multiple material phases within this system. The presented

visualization of composition variations across complex interfaces, supported by our quanti-

tative composition analysis, discloses mechanistic pathways of the diverse phase transfor-

mations occurring in the material synthesis, providing insights for the optimization of

transport properties in the mixed ionic-electronic conductor system.
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The formation of grain boundaries and physical processes
occurring around grain boundaries have a substantial
impact on a wide range of material properties1–6. Conse-

quently, achieving robust methods for quantifying the 3D
nanostructure of individual grains and their network is a grand
challenge for material science. Electron microscopy, such as
Transmission Electron Microscopy (TEM), has been the most
popular tool since it offers outstanding spatial resolutions and
excellent microstructural sensitivity. However, it is not suited for
characterizing a large number of grains due to the limited
penetration depth of electrons. Though offering sufficient pene-
tration depth, X-ray microscopy techniques face their own chal-
lenges. Recent advances in instrumentation and imaging
techniques have significantly enhanced the resolution for X-ray
microscopy7–11. On the other hand, achieving robust 3D quan-
tification over a large number of grains and grain boundaries is
still an open question.

Transmission ptychography12 is a powerful imaging technique,
which provides a spatial resolution beyond the limit of the
focusing optics. However, its imaging contrast is limited only to
the electronic density, offering no sensitivity to crystalline order-
ing and indirect sensitivity to elemental distribution. Transmission
X-ray microscopy (TXM), with excellent nanoscale imaging
throughput, shares similar contrast limitations for imaging grain
boundaries. Diffraction-based imaging techniques such as nano-
diffraction13, Bragg ptychography14, dark-field microscopy15, and
Differential Aperture X-ray Laue Micro-diffraction (DAXM)16

offer impressive capabilities for imaging crystalline ordering with
their unique advantages. On the other hand, these methods do not
offer a straightforward way of quantifying the composition of
grains and elemental diffusion within individual grains or across
grain boundaries.

X-ray fluorescence (XRF) microscopy, broadly used as a
general-purpose imaging tool for heterogeneous materials, pro-
vides outstanding sensitivity to elemental17–22. Taking advantage
of high-resolution X-ray optics, 3D XRF imaging or XRF nano-
tomography has been successfully employed to visualize phase
separation19 and corrosion occurring at grain boundaries18.
However, accurate quantification of elemental concentrations
from XRF tomography is hampered by a long-standing difficulty,
known as the self-absorption problem, in which the emitted
fluorescence photons are absorbed in the specimen, making it
challenging to quantify 3D elemental concentrations. Since
Hogan et al. first derived the physical process of XRF tomography
and proposed a simplified attenuation correction method by
neglecting the energy dependence of the emission process23 and
later with the addition of linear models of the photoelectric
absorption process24, various reconstruction approaches have
been developed based on direct inversion25, algebraic recon-
struction technique26, conjugate gradient method27, fast numer-
ical inversion24, alternating minimization28, and maximum-
likelihood based iterative approach29–31, to solve the inverse
problem of attenuated Radon transform. Alternate approaches of
using additional imaging modalities have been developed to
achieve improved accuracy32–34. Huang et al. quantified ele-
mental distribution in a 2D slice of a fisheye with about 20 μm
resolution by accounting for self-absorption but assuming the
uniform distribution of the hosting matrix35. Most previous
methods have shortcomings because the absorption is corrected
only at the incidence beam energy and not at the fluorescence
energies of interest. All these previous methods employed an
idealized 2D geometry, which is highly inadequate for quantifying
actual XRF tomography data, particularly those with complex
internal structures. We illustrate the 3D detection geometry in
Fig. 1. Proper treatment of the detection geometry is even more
critical when the sample consists of multi-phase components with

strong local absorption variations. Here, we develop a method to
address the remaining issues as presented in the previous studies.
Instead of an idealized 2D geometry, we take the 3D object into
account without a compromise to evaluate the attenuation of
fluorescence emitted from each element at individual voxel spa-
tially and iteratively correct the self-absorption using maximum-
likelihood. Furthermore, our method only requires XRF images
for performing the correction without requiring absorption
data32. Adopting our approach, we report a quantitative XRF
tomography analysis on a multi-component material system with
unprecedented details in analyzing phase separation and trans-
formation occurring at grain boundaries of the initial material
phases.

Mixed ionic-electronic conductors (MIECs) have found broad
applications, including energy conversion36,37 and catalysis38.
Dual-phase or “composite” MIEC materials consisting of separate
ionic and electronic conductive phases offer an attractive solution
to tune electrical and mechanical properties in energy conversion
systems39–44. Particularly, an MIEC with a Ce0.8Gd0.2O2-x (CGO)
oxygen ion conductive phase and a Co3-xFexO4 (x= 1, 2) (CFO)
electronic conductive phase has received considerable attention
due to its excellent conductivity and structural stability45–47.
Extensive research has been devoted to engineering the multi-
phase structure during high-temperature sintering48. Fine-tuning
the oxygen vacancy, directly linked to the material composition,
plays a crucial role in improving ionic conductivity. Advancement
in the research puts a high priority on an accurate characteriza-
tion of material structure. Using TEM and TXM, Harris et al.
observed an emergent phase, termed as GFCCO, formed as
individual particles neighboring the CGO and CFO matrix and
characterized their 3D microstructure45. By investigating their
spatial arrangement and spectroscopic features, Lin et al.
explained how the emergent phase could avoid phase separation
of Gd dopant and promote the conductivity across the grain
boundaries among these grains46. The formation of the GFCCO
phase adjacent to the CGO-CFO grains was confirmed by
Ramasamy et al47.

We chose to investigate the CGO-CFO MIEC system for two
reasons. First, the XRF imaging has much higher elemental
detection sensitivity and can probe a much larger sample volume
than electron microscopy methods. Therefore, it is highly likely to
discover interesting phase separation or structural transformation
that has not been previously reported. Particularly, the earlier
reports on the “fixed” elemental composition for the GFCCO
phase. For example, in the Ce0.8Gd0.2Ox-CoFe2O4 system, Harris
reported an emergent phase in the form of Gd0.374Ce0.079Co0.077-
Fe0.47Ox using EDS mapping in STEM45. Using X-ray powder
diffraction, Zeng determined it to be Gd0.85Ce0.15Fe0.75Co0.25O3

49,
and Ramasamy reported a GdFe(Ce, Co)O3 perovskite phase in the
Ce0.8Gd0.2Ox-FeCo2O4 system47. However, it is unlikely that the
emergent phase is formed with a fixed composition considering
highly diverse local interfaces with the mother phases. More
comprehensive 3D nanoscale imaging is needed for mapping the
heterogeneous nature of complex 3D interfaces. Second, the CGO-
CFO MIEC system is an excellent model system for XRF absorp-
tion correction since it contains multiple high-density phases with
significant X-ray absorption. Therefore, if an absorption correction
method works on this system, it can also work with other systems
with much less structural diversity or lower absorption effects.

In this work, we present the quantitively analysis of the com-
position distribution in the CGO-CFO MIEC system using XRF
nano tomography, by taking the advantages of the absorption
correction approach we have developed. With a survey over 340
grains, we discovered the existence of two emergent phases in the
CGO-CFO system and revealed the phase transformation path
during the material synthesis.
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Results and discussion
Absorption correction implementation. The self-absorption
effect on the tomography data is easily seen in Fig. 2a. The
detected XRF intensity gradually decreases due to the attenuation
of the XRF photons, which produces angle-dependent intensity in
the sinogram (Fig. 2b) and generates systematic errors in 3D
reconstruction (Fig. 2c). The error is more pronounced in the XY
slice of the reconstructed volume (Fig. 2d–g and Supplementary
Fig. S3a). For example, in Fig. 2d, the Gd intensity of particle S2 is
weaker than particle S1. A similar effect is also seen in the
reconstructed slices for the other elements.

The physical process of XRF measurement can be described as
two distinct events: emission and detection. When passing
through the sample, the incidence beam is attenuated along its
path before exciting the fluorescence emission. However, only a
fraction of the emitted XRF photons is detected due to the self-
absorption and limited detection of solid angle. In an XRF
tomography scan, the detected XRF intensity at a sample position
(θ, ρ) can be described as a set of line integrals of fluorescent
emission function, ε, multiplied by a detection function, P, along
the incidence beam path L.

I θ; ρ
� � ¼

Z

r2LðθÞ
εðθ; rÞ � P θ; rð Þdr ð1Þ

For the numerical computation of the detected fluorescence
intensity, we discretize the emission and detection function using
sample voxels (i, j, k).

εsi;j;k θ; rð Þ ¼ σs � Cs
i;j;k � I0 � Ai;j;k θ; rð Þ ð2Þ

In Eq. 2, σs denotes the fluorescence cross-section of element s.
Cs
i;j;k is the concentration of element s. I0 is a scalar quantity

representing the incident beam intensity. Ai,j,k (θ, r) is the
attenuation coefficient of the incident beam at voxel (i, j, k).

The detection function P accounts for the self-absorption
experienced by the XRF photons, measured by the detector with a
finite solid angle.

θ; rð Þ ¼ exp �4l �∑i;j;k∑s C � as �m1
i;j;k θ; rð Þ

� �� �
ð3Þ

In Eq. 3, asis the linear attenuation coefficient of element s. Δl is

the voxel size. C ¼ Cs
i;j;k

∑sC
s
i;j;k

is the concentration fraction of element

s. m1
i;j;k θ; rð Þ describes the traversed region of the sample for the

XRF photon emitted at a position, r. Note that the traversed
region varies as a function of the source point of the fluorescence
emission. It can be written as,

m1
i;j;k θ; rð Þ ¼ 1= cos Θi;j;k θ; rð Þ

� �
� cos Φi;j;k θ; rð Þ

� �h i

0

(
voxelði; j; kÞ inside transversed region
voxelði; j; kÞ outside transversed region

ð4Þ
In Eq. 4, Φ and Θ are the polar and azimuth angles of the voxels
within the traversed region (see Fig. 1b). The numerical value of
Δl �m1represents the effective beam path length when the beam
travels through the voxel grid. Based on the above equations. the
integral in Eq. 1 can be discretized as

I θ; ρ
� � ¼ ∑

i;j;k
m2

i;j;k θ; rð Þ � σs � Cs
i;j;k � I0 � Ai;j;k θ; rð Þ � exp �4l �∑i;j;k∑s C � as �m1

i;j;k θ; rð Þ
� �� �h i

ð5Þ

C ¼
Cs
i;j;k

∑sC
s
i;j;k

ð6Þ

m2
i;j;k θ; rð Þ ¼ 1; i; j; k

� �
inside beampath

0; i; j; k
� �

outside beampath

(

ð7Þ

m2
i;j;k θ; rð Þis a one-dimensional mask function describing the

incidence beam path. Equation 5 can be discretized and written as
a matrix multiplication (Eq. 8) to facilitate numerical computa-
tion, representing the generalized Radon transform50. See
Supplementary Note 1 for detailed mathematical steps.

I θ; ρ
� � ¼ R θ; rð Þ ´C rð Þ ð8Þ

We use C(r) to represent the spatially variant material
composition. Note that note R θ; rð Þ has an implicit dependence
on the elemental concentration. Consequently, the components of
R θ; rð Þand C rð Þcannot be arbitrarily independent. We exploit this
inter-dependence using an iterative approach for achieving a self-

Fig. 1 Fluorescence x-ray tomography setup at the Hard X-ray Nanoprobe at NSLS-II. a a monochromatic x-ray beam is focused using a Fresnel
zoneplate, together with a central beam stop (not shown) and an order-sorting aperture. The transmitted scattering pattern and fluorescence signals are
collected simultaneously. Raster scanning is performed to produce a 2D XRF projection image, and tomography measurement is carried out by collecting a
series of 2D XRF images as the sample is rotated about the vertical axis, perpendicular to the x-ray beam. b Fluorescence x-rays emitted from an arbitrary
point along the incidence x-ray beam, represented by a green voxel. Only a fraction of fluorescence x-rays is captured by a detector with a given solid angle
(represented by a pink shape), encoding the absorption through a 3D local region of the sample defined by the detector solid angle (i.e., traversed region).
A gray cube represents a voxel within this traversed region, where the absorption is corrected. The traversed region changes with the orientation and
position of the sample.
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consistent solution. We alternatively calculate C and R by fixing
the other until the change in C is less than the desired threshold
value. Our iterative method often converges after 3–4 iterations,
yielding a fast convergence rate. Further technical details are
described in Supplementary Note 2, 3, 4.

Element concentration visualization. The outcome of absorp-
tion correction is shown in Fig. 2h–k and Supplementary Fig. S3b.
After correction, the elemental concentration is more uniformly
distributed. For example, we estimate that there is about a 40%
change in the Gd concentration after self-absorption correction
(Supplementary Fig. S3g). We also observe shaper particle
boundaries after correction (Supplementary Fig. S4). This
apparent resolution enhancement is achieved by accurately
determining voxel values, significantly reducing the boundary-
blurring. We will present our quantitative analysis on a total of
340 grains segmented from the whole tomography volume. Note
that a small portion of the sample (enclosed by the dotted line in
Fig. 2d–g) does not show well-defined individual grains due to
aggressive FIB processing. Our following analysis excludes the
FIB-affected region of the sample.

Based on the reconstructed XRF intensities, we observed three
types of grains: i) Ce-rich (51% volume fraction), ii) Fe/Co-rich
(34% volume fraction), and iii) Gd-rich (15% volume fraction).
The existence of Ce-rich and Fe/Co-rich grains is originated from
the initial materials of CGO and CFO. We refer them to the CGO

phase and CFO phase, respectively, though their actual composi-
tions are significantly modified from the initial bulk values of
Ce0.8Gd0.2O1.9 and CoFe2O4, respectively. Our discovery of the
three grain types is qualitatively consistent with the previous
studies45–47. Consequently, the Gd-rich grains correspond to the
emergent phase. Also, the X-ray powder diffraction data
(Supplementary Note 5, Supplementary Fig. S5) identified three
distinctively separate crystalline structures: cubic F-type CeO2

(ICSD #28796), spinel CoFe2O4 (ICSD #39131), and orthorhom-
bic GdFeO3 or distorted Perovskite (ICSD #27870) crystalline
structures, providing further evidence that seems to support the
previous studies. However, we discovered that the Gd-rich grains
exhibit two distinctive composition ranges among all the 340
grains we had inspected. Consequently, the CGO-CFO MIEC
system contains not one but two separate emergent phases.
Henceforth, we refer them to EP1 (emergent phase 1) and EP2
(emergent phase 2).

Figure 3a, b show the segmented 3D volume and cross-section
view of the sample with all four material phases. Figure 3b clearly
shows that both EP1 and EP2 grains are adjacent to the CGO and
CFO grains. In Fig. 3c, we display the EP1 and EP2 grains with a
grayscale value of Gd/(Gd+Fe), which is a highly sensitive
parameter to visualize the diffusion of Gd and Fe from their
parent phases in the formation of EP1 and EP2. The grains with
large Gd fractions belong to the EP1 phase (P1, P2, and P3), and
the grains with lower Gd fractions belong to the EP2 phase (some

Fig. 2 Comparison of 3D tomography reconstruction without and with absorption correction. a 2D fluorescence projection image of Gd. The color bar
indicates the relative pixel intensity in the fluorescence image. b Sinogram from a single slice of the sample collected −90° to 90° with a 3° interval. Note
that the absorption is responsible for a systematic decrease in XRF intensity in a and sinogram b. c reconstructed 3D volume of Gd distribution without
correction. d–g 2D cross-sectional slice view of 3D elemental distribution for Gd (d), Ce (e), Fe (f), and Co (g) without absorption correction. For the
sample coordinate used for d–k the detector is on the bottom side of the image. h–k corresponding 2D slice views after absorption correction. After the
absorption correction, the intensity of particles, P1 and P2, became comparable. The dashed region in d–k shows the metal redeposition in the FIB process,
which is excluded in the quantitative analysis.
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of which are labeled as A, B, C, D, E). Take grain A, for example.
Its interfacial regions next to the CGO grains show higher Gd
fractions, while the local regions bordering the CFO grains show
lower Gd fractions, corresponding to higher Fe fractions. The
same trend is observed for all grains. To guide the eye, we placed
white and red arrows showing the direction of Gd and Fe
diffusion from the neighboring grains, respectively (Fig. 3d–g).
The emergent phases exhibit significant variation of the Gd
fraction value, strongly correlated with their local geometry. Note
that grain P3 has a more uniform Gd fraction than others,
displaying a snapshot of EP1 grain before receiving significant Fe
diffusion.

Statistical grain composition analysis. To perform systematic
“Big Data” analysis, we compute the “grain-averaged” metal
concentrations and assign quaternary compositions for all 340
grains as described in Methods. Figure 4a displays individual
grains on a quaternary phase diagram. Visualization of the qua-
ternary phase diagram at different angles is presented in Sup-
plementary Movie 1. It is fascinating to observe that the
composition ranges of the four different phases are highly coor-
dinated and confined in the two compositional planes (see
Fig. 4a).

For better visualization and systematic quantification, we
projected the quaternary diagram into ternary phase diagrams
as described in Method. Four of the most interesting ternary
phase diagrams are shown in Fig. 4b–e (see Supplementary
Note 6 for details; all 6 phase diagrams can be found in
Supplementary Figs. S6 and S7). Investigation of the CGO
displays a significant deviation of Ce compared to its nominal
concentration in Gd0.2Ce0.8O1.9 and an up to 30% Fe

concentration, which suggests a strong atomic interdiffusion
across the grain boundaries of the initial two phases (CGO and
CFO). In comparison, the CFO phase has a relatively small range
of composition distribution from CoFe2O4. The most interesting
finding is that the CGO and EP1 grains exhibit a highly elongated
composition spread in the Fe-Co-(Gd+Ce) phase diagram,
corresponding to a 2:1 ratio between Fe and Co concentration
(i.e. [Fe]/[Co] = 2). On the other hand, the composition spread
for the EP2 grains is abruptly shifted from the elongated trend of
EP1 at ~30% Fe (see the solid line in Fig. 4b) with a very narrow
composition range (27% to ~33% Fe) of co-existence, as shown in
Fig. 4b, e. It is worth noting that the proper absorption correction
is the key to perform quantitative analysis. A comparison of phase
diagrams with and without absorption correction can be found in
Supplementary Note 7 and Supplementary Fig. S8.

We perform linear fitting analysis to determine the composi-
tion of the four material phases, as shown in Fig. 5. The CFO
grains have a constant level of Ce concentration with a mean
value of 0.01 ± 0.01 (Fig. 5c, d). Using the linear fits of the Gd-Co
and Ce-Co data, we determine its metal composition to be Ce0.01
Gd0.51-4x/3 Cox Fe0.48+x/3 for 0.27 < x < 0.37. Equivalently, the
CFO composition can be written in terms of Gd fraction as Ce0.01
Gdx Co0.38-3x/4 Fe0.61-x/4 for 0.01 < x < 0.14. The compositions for
CGO, EP1, and EP2 are summarized in Fig. 5 and Table 1.

Highly similar compositional behaviors of EP1 and CGO in the
Fe-Co-(Gd+Ce) phase diagram strongly suggest that EP1 and
CGO have similar crystalline structures. According to the
previous studies51,52, the CGO phase with a stoichiometry of
Ce1-xGdxO2-δ maintains the F-type CeO2 cubic structure with the
Gd doping level up to ~30%52. A higher level of Gd doping causes
the formation of the C-type Gd2O3 microdomains growing

Fig. 3 Visualization of four material phases (CGO, CFO, EP1, and EP2). a 3D view of segmented phases. b 2D cross-sectional slice through the two
arrows shown in a. c Emergent phases with a grayscale map of Gd/(Gd+ Fe) corresponding to the cross-sectional slice in b. Note that some grains such as
P1 and C exhibit dramatic concentration gradients. d–f Enlarged grayscale map of Gd/(Gd+ Fe) around EP1 and EP2 grains. White and red arrows indicate
the diffusion path for Gd and Fe from the neighboring CGO and CFO phases to emergent phases, EP1 and EP2. g Grayscale concentration map of
Gd/(Gd+ Fe) in the parent phases (CGO and CFO) adjacent to the emergent phase grain C and P3. The Fe color map indicates the Fe concentration in
CFO, and the Gd color map shows the Gd concentration in CGO. The parent phases also show higher Gd and Fe local concentrations in the interfacial
regions, as indicated by the red and white arrows. Note that for d–g, the “rainbow” color scheme adapted from c applies to EP1 and EP2 particles only.
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coherently within the F-type matrix51,52. The C-type Gd2O3

structure is known to exhibit a remarkably similar diffraction
pattern as the F-type that is non-trivial to distinguish51,52. In our
case, both CGO and EP1 experience much more complex doping
of Gd, Fe, and Co, leading to a plausible explanation why these

two structures could not be distinguished using a typical
synchrotron powder diffraction, although our measurements
have a considerably higher resolution than a laboratory x-ray
diffraction. Exhibiting two different metal-to-metal distances
(~3.6 and ~4.1 Å) and three metal-to-oxygen distances (~2.2,

Fig. 4 Composition distribution for four material phases (CGO, CFO, EP1, and EP2). a On the quaternary phase diagram. Note that the composition
ranges CGO, CFO and EP1 are confined in a single composition plane defined by three points: Ce apex, Gd apex, and the bulk CFO composition value. The
composition range of EP2 is categorically displaced from others, restricted to another composition plane that is nearly but not exactly parallel to the plane
containing the three phases. b–e ternary phase diagrams: Fe-Co-Gd+Ce (b), Gd-Ce-(Fe+Co) (c), Ce-Co-(Gd+Fe) (d), and Gd-Fe-(Ce+Co) (e). Only four
of all six phase diagrams are shown. See SI for all phase diagrams. As expected, the CFO grains exhibit a small concentration range close to CoFe2O4

(represented as a pink square in b). The CFO grains display coordination of the Gd and Co concentrations, producing a short elongated compositional
streak. The CGO grains exhibit a highly elongated composition spread, aligned with the dotted line in b, representing the Fe to Co concentration ratio of 2
([Fe]/[Co] = 2). The EP1 grains share an identical Fe-Co compositional relationship as the CGO grains while displaying drastically different Gd and Ce
composition ranges (see c–e). The EP2 grains exhibit their Fe-Co composition spread, abruptly shifted from the CGO and EP1 grains at ~30% Fe (see solid
line in b) with very narrow Fe and Gd compositional ranges of co-existence (see b and e).

Fig. 5 Linear fitting analysis of the metal concentration to determine the composition of the four material phases in CGO-CFO MIEC system. Fe vs. Co
(a). Gd vs. Co (b). Ce vs. Co (c). Gd vs. Ce (d). For each panel, the data for EP1 are shifted vertically by 0.1 to provide good data visibility. The solid lines are the
linear fits to the data. The following is the summary of the linear fitting results. For CFO, [Fe]=0.48+ [Co]/3, [Gd]= 0.51–4[Co]/3, and [Ce]=0.01 ± 0.01
for 0.27 < [Co] < 0.37. For CGO, [Fe]= 2[Co], [Gd] = 0.13 ± 0.13, and [Ce] = 0.88–3[Co] for 0 < [Co] < 0.19. For EP1, [Fe]= 2[Co], [Gd] = 0.61–3[Co]/2,
and [Ce]= 0.39–3[Co]/2 for 0.05 < [Co] < 0.16. For EP2, [Fe]= 0.28+ 3[Co]/2, [Gd]= 0.42-[Co], and [Ce]= 0.3–3[Co]/2 for 0.02 < [Co] < 0.16. Typical
fitting errors are ~0.02 for the linear term and ~0.03 for the constant term. Determinming the composition of EP1 and EP2 is somewhat tricky since EP1 and EP2
do not contain any element with a constant concentration. In addition, the correlation between Gd and Ce is too poor to perform the reliable fitting. By fitting the
datasets with better linear correlations (Fe vs. Co, Gd vs. Co, and Ce vs. Co), we deduce the linear trend between Gd and Ce shown in d, over which the data
points are highly scattered.
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~2.3, and ~2.6 Å), the C-type structure provides greater structural
flexibility to accommodate large fractions of metal species of
different covalent radii and metal-oxygen bond lengths while
minimizing the interfacial strain at the CGO-EP1 grain boundary.
On the other hand, the GdFeO3 structure has an orthorhombic
symmetry, making it difficult for the EP2 grains to form
structurally coherent interfaces with the CGO and EP1 lattices.
Consequently, increasing Fe diffusion into the EP1 lattice would
cause an abrupt or the first-order structural phase transformation
into EP2. This is a drastic contrast to the structural modification
from the CGO to EP1, which exhibits the characteristics of the
second-order phase transformation. Alternatively, it could be
argued that the EP1 and EP2 phases are formed independently, in
such a way that the EP1 phase grains are nucleated in the region
adjacent to the CGO phases, while the EP2 grains are formed next
to the CFO phases. However, our data do not show significantly
different local arrangements between the EP1 and EP2. In
addition, if the two phases were formed independently, it would
be highly unlikely that they would exhibit a sharp concentration
boundary at 30% Fe. Instead, we would expect a more diffused
concentration boundary between these two phases. Therefore,
this alternate scenario is much less likely. Given that the volume
fraction of the EP1 phase is relatively small (~2%) and contains
smaller fractions of Fe concentration, it is likely that the EP1
phase may eventually be converted to EP2 phase with a longer
sintering time or higher fraction of CFO in the initial mixture.

In order to establish the confidence that the determined
quaternary compositions appropriately describe the entire set of
data, we present the simulated phase diagrams for all four
material phases in Fig. 6. Additional information can be found in
Supplementary Note 6. The simulations exhibit excellent agree-
ment with the experimental data, even though our analysis is

based only on the linear trend of the data (Table 1). Though we
do not have direct experimental evidence for determining the
oxygen concentrations, we estimate the oxygen stoichiometry by
assuming the oxidation states of the metal species (Ce=4, Gd=3,
Fe=3, and Co=2). Such estimation indicates that EP1, EP2, and
CFO phases are fully oxygenated with the oxygen stoichiometry
very close to the bulk value, while the CGO phase exhibits
considerable oxygen deficiency.

Quantitative analysis of a large number of grains provides an
important opportunity for gaining material insight into the
mechanistic nature of phase transformation and elemental
diffusion. A strong positive correlation between Fe and Co for
CGO and EP1 indicates that Fe and Co are diffused together into
these phases. In particular, the striking composition spreads of Fe
and Co with a ratio of 2:1 further suggests that Fe and Co are
diffused while maintaining the CoFe2O4 molecular structure. In
comparison, the Fe/Co correlation is poorer in EP2, and the Fe/
Co ratio in EP2 is no longer 2, suggesting that the coordinated Fe/
Co diffusion is less efficient or “frustrated” in this phase. A strong
negative correlation is equivalent to strong mutual coordination
maintaining a constant sum, suggesting two elements are strongly
competing to occupy the same crystalline lattice site. Conversely,
a poor correlation between two elements indicates that they
occupy different lattice sites, exhibiting weak competition. Table 2
lists the Pearson correlation coefficients among the metal
concentrations for all four phases. Positive values indicate
positive correlation (+1 for strong positive correlation), and
negative values indicate negative correlation (−1 for strong
negative correlation). Values close to zero indicate poor
correlation (0 for no correlation). Armed with such material
insights, we infer that, in CGO, Fe and Co prefer to occupy the Ce
site, as Ce is diffusing out of the initial matrix. In EP1, Gd and Ce

Fig. 6 Simulated ternary phase diagrams. The elemental relationships determined by linear fitting analysis are used to simulate four ternary phase
diagrams (a Fe-Co-(Gd+Ce); b Gd-Ce-(Fe+Co); c Ce-Co-(Gd+Fe); d Gd-Fe-(Ce+Co)) to be compared with the data in Fig. 4. See Supplementary Fig. S6
and S7 for all 6 phase diagrams.

Table 1 Composition of the four materials phases in the CGO-CFO MIEC system and their crystalline structure.

Material phase Volume fraction Composition ranges Mean Composition Crystalline Structure

CFO 34% Ce0.03 Gd1.51–4x Co3x Fe1.44+x O4.52–1.5x Ce0.03 Gd0.23 Co0.97 Fe1.76 O4.03 CoFe2O4, spinel
(0.275 < x < 0.373)

CGO 51% Ce0.88–3x Gd0.12 Cox Fe2x O1.94–2x Ce0.57 Gd0.12 Co0.10 Fe0.2 O1.74 CeO2, cubic F-type
(0 < x < 0.19)

EP1 2% Ce0.78–3x Gd1.22–3x Co2x Fe4x O3.39–2.5x Ce0.47 Gd0.90 Co0.21 Fe0.42 O3.13 Gd2O3 cubic C-type
(0.05 < x < 0.16)

EP2 13% Ce0.60 −3x Gd0.82–2x Co2x Fe0.56+3x O3.3–2.5x Ce0.33 Gd0.64 Co0.18 Fe0.83 O3.05 GdFeO3 orthorhombic
(0.02 < x < 0.16)

The volume fraction of each phase is determined by the segmentation of the volumetric tomography dataset. The quintenary compositions defined in the text (CewGdxCoyFez with w+ x+ y+ z=1) are
converted into the conventional bulk compositions based on the crystalline structure of these material phases. The mean composition is taken at the middle of the composition range. The oxygen
stoichiometry is estimated by assuming the oxidation states: Ce= 4, Gd= 3, Fe= 3, and Co= 2.
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show extremely poor correlation, suggesting that they do not
compete over the identical crystalline site but prefer different
crystalline sites to increase the overall solubilities compensating
for their large atomic size. Moderate correlation of Fe and Co
with Gd and Ce in EP1 is interpreted that Fe and Co occupy the
Gd and Ce sites with comparable probabilities. Similarly, Gd and
Ce are highly likely to occupy separate lattice sites in EP2, and
there is a high likelihood of Fe/Ce and Co/Gd competitions for
occupying the same lattice sites. In CFO, the relative change of
atomic ratios of Gd:Co:Fe=4:3:1=1:¾:¼ indicates that, on
average, the influx of one Gd atom is compensated by the
outflux of ¾ of Co and ¼ of Fe atoms with a higher preference for
Gd to occupy the Co site in the CFO crystalline matrix.

Phase transformation mechanism. Based on our findings, we
summarize the structural phase transformation in the CGO-CFO
MIEC system as follows. During the sintering, a significant
amount of Gd and Ce are phase-separated from the initial CGO
matrix. The vacancies left by Gd and Ce are efficiently substituted
by the highly coordinated influx of Fe and Co from the initial
CFO phase, preserving their relative ratio of 2:1. It should be
pointed out that Fe has a relatively small solubility (~1%) in
CeO2

53. However, it is reasonable to expect that a highly distorted
CGO crystal lattice induced by outflux of Gd and Ce could accept
much higher concentrations of Fe and Co. The phase-separated
Gd and Ce, aided by the highly coordinated Fe/Co diffusion,
produce EP1 grains. Compared with CGO grains, the EP1 grains
contain significantly higher Gd fractions (35~63%) and lower Ce
fractions (8~38%). The formation of EP1 prevents the formation
of Gd oxide species, which exhibit poor ionic transport proper-
ties. CGO and EP1 have comparable levels of Fe solubility below
~30%. Further incorporation of Fe into the EP1 lattice causes a
first-order phase transition to EP2, allowing a maximum Fe
solubility of ~52%.

The quantitative 3D fluorescence X-ray imaging analysis
unveils crucial material insights that can be exploited for
optimizing the functionality of multiphase MIEC systems. For
EP1, doping with Fe3+/Co2+ (ratio 2:1) increases the extrinsic
oxygen vacancy concentration in the host and therefore enhances
oxygen ion migration. In addition, the metal-oxygen bond
energies for Fe-O (407 kJ/mol) and Co-O (397 kJ/mol) are lower
compared to that of Ce-O (790 kJ/mol) and Gd-O (715 kJ/mol)54,
leading to a decreased migration energy Em and thus enhanced
mobility of oxygen. Therefore, the oxygen transport property of
EP1 should increase with Fe(Co) concentration. The EP2 phase
formed by incorporation of Fe3+ from nearby CFO phase into
EP1, exhibiting the Fe solubility range from 30% to 52%. Kitchin
et al. investigated the oxygen vacancy formation energy (ΔEvac)
ordering encompassing a broad set of bulk perovskite materials
and suggested that the relative energetic trends of the specific

material systems with similar crystal structures will not change55.
This result can be generalized to energetic trends involving
similarly structured metal oxide systems. Particularly for the EP2
phase, the oxygen vacancy formation energy with Co at B-site is
always lower than that of Fe at the B-site. Therefore, excessive
incorporation of Fe3+ into EP2 will hinder the oxygen ion
conduction. Incorporation of Fe3+ at levels in excess of 36% in
EP1 is detrimental to the oxygen transport properties. Ultimately,
the excess diffusion of Fe3+ into EP1 is due to the high
concentration of Fe3+ in the parent CoFe2O4 phase. Potential
methods to preserve the EP1 phase and maintain high oxygen ion
transport would be to optimize the parent phase composition
with decreased Fe/Co content (i.e., start with a spinel composition
of the form Co1.5Fe1.5O4

56 or a better combination of two initial
parent phases) or to execute finer control of Fe/Co diffusion into
the emergent phases. With regard to the conductivity change of
the main phase (CGO, Ce0.88-3xGd0.12CoxFe2xO1.94-2x), it can be
regarded as substitution of Gd with Co and Fe in Ce0.8Gd0.2O1.9.
According to the literature57, the binding energy of an oxygen
vacancy to one or two substitutional cations is a strong function
of dopant cation radius, with Gd3+ exhibiting the highest ionic
conductivity of all doped ceria materials. Because both the radius
of Fe3+ (0.78 Å) and Co2+ (0.79 Å) are smaller than Gd3+

(1.053 Å), therefore, the binding energy of oxygen vacancy would
increase with doping of Fe3+ and Co2+, which may lead to a
decreased slight decrease in the conductivity of the main phase
CGO. However, this is countered by improved interfacial
conduction, as outlined below. Nonetheless, the oxygen ionic
conduction in dual-phase composite material may also be related
to 1) the space charge effect in the grain boundaries of the oxygen
ionic conductor (such as CGO), and 2) some extent to the
increased tortuosity introduced by the electronic conductive
phase. In the case of CGO–CFO composites, even though there is
a relatively small amount of emergent phase, i) CGO (51%
volume fraction), ii) CFO (34% volume fraction), and iii)
EP1+ EP2 (15% volume fraction). It plays an important role in
enhancing oxygen conduction. Firstly, the grain boundary
conductivity is improved by the formation of EP1+ EP2, keeping
a high level of oxygen vacancy concentration along the CGO-
CGO grain boundary46. Secondly, due to the enhanced electronic
pathway, the tortuosity of the electronic conductive phase was
decreased. Thirdly, the perovskite-like GFCCO phase possesses a
perovskite-like structure and a high level of oxygen vacancies
which may provide additional pathways for oxygen ion
conduction.

Conclusion
In summary, we successfully developed a highly accurate
absorption correction method by considering proper 3D trajec-
tories of the fluorescence photons traversing through the sample
to the detector. Our method brings an important breakthrough in
quantitative 3D fluorescence X-ray imaging, which can be applied
broadly for diverse microscopic investigations from the micro-
scale to the nanoscale. The application of our method on the
MIEC system revealed 3D visualization of elemental diffusion
across grain boundaries, responsible for diverse phase transfor-
mations in this material system. A total of 340 individual grains
with accurately quantified composition enabled a systematic
investigation with an unprecedented level of statistical confidence.
The results presented highlight the heterogeneous nature of
ostensibly simple “dual-phase” materials systems with implica-
tions in a wide range of energy conversion and storage devices
relying on contact between functional layers of varying compo-
sitions and phase structure. Specifically, in the MIEC system
studied in this work, we revealed the formation of two distinct

Table 2 Linear correlation trends of four metal elements in
different phases, estimated using the Pearson correlation
coefficients.

Fe-Co Fe-Gd Fe-Ce Co-Gd Co-Ce Gd-Ce

CGO 0.91 NA −0.97 NA −0.89 NA
EP1 0.94 −0.62 −0.64 −0.68 −0.55 0.2
EP2 0.69 −0.46 −0.93 −0.82 −0.58 0.16
CFO 0.34 −0.58 NA −0.91 NA NA

Strong positive and negative correlations are indicated by bold fonts, while the weak correlations
are indicated by italic fonts. The correlations with the elements with a constant concentration
are marked as NA (nonapplicable).
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emergent phases whose composition and spatial distribution are
critically important for ensuring excellent transport properties.
Furthermore, by developing the mechanistic model for complex
phase transformations, we unveil crucial material insights that
can be exploited for optimizing the functionality of multiphase
MIEC systems. Finally, this work provides a promising path
toward the design of high-performance composite MIECs by
engineering interfaces: an in-situ phase interaction, which gen-
erates new oxygen ion conducting pathways and reduce the space
charge effect at the grain boundary simultaneously. This concept
could also be applicable to other materials systems, which enables
the control of mesoscale level transport property of MIECs.

Methods
Materials synthesis. Commercial CGO (Ce0.8Gd0.2O1.9) and CFO (CoFe2O4)
powders (InfraMat Advanced Materials LLC, USA) with a volume ratio of 60:40
were ball-milled in ethanol for 20 h. Then, they were dried to obtain CGO–CFO
composite powders. These powders were pressed into pellets in a 20-mm stainless
steel die. The pellets were sintered in air at 1300 °C for two hours. The relative
densities of the sintered composites measured by Archimedes’ method were all
>95%45,46.

Sample preparation. Using a xenon-ion plasma focused-ion beam (PFIB, FEI
Helios), a slightly tapered cylindrical sample with a diameter of 6 µm at the top and
8 µm at the bottom was milled from the bulk material and mounted via Pt weld
onto a sharp tungsten pin for tomographic imaging58.

X-ray fluorescence tomography measurement. The XRF tomography mea-
surements were conducted at the Hard X-ray Nanoprobe (HXN) beamline59 of the
National Synchrotron Light Source II (NSLS-II). A monochromatic X-ray beam of
12 keV in energy was focused down to a 50 nm spot size using an X-ray zoneplate.
Scanning XRF imaging is performed by raster-scanning the sample through the
focused beam, and the XRF signals were collected using a three-element Vortex
silicon drift detector. In each scan, the data from all three elements are collected
simultaneously and are fitted to determine the integrated XRF intensity from the
elements (Gd, Fe, Co, and Ce) of interest. Tomography measurements were con-
ducted by collecting a total of 61 2D XRF projection images over a 180° angular
range. Each 2D XRF image consists of 160 ×160 pixels with 80 nm pixel size. The
elemental maps are produced by fitting the XRF spectra using PyXRF60, and
TomoPy61 was used for 3D reconstruction.

Absorption correction. Before applying absorption correction, the 2D elemental
maps are normalized by the intensity of the incident X-ray beam. The relative
atomic concentration distributions for Gd, Ce, Fe, Co, and Ga (to account for Ga
contamination due to FIB) are performed by additional normalization based on
their X-ray fluorescence cross-sections. In our analysis, we quantify the relative
ratios of elemental concentration among these elements without requiring absolute
quantification using XRF standards. The self-absorption correction algorithm is
implemented in Matlab. See SI for details on matrix representations used for
computation.

Image segmentation. After the absorption correction, image segmentation was
conducted using the water-shed algorithm provided in the Matlab toolbox. To
perform quantitative composition analysis for the identified 340 grains, we assign
the metal concentration values for Gd, Ce, Fe, and Co, by averaging their voxel
values within the boundary of each grain particle.

Assignment of quaternary composition. To facilitate convenient comparison of
material compositions for different material phases, we assign a quaternary com-
position, GdxCeyFew Coz, where the relative metal fractions are normalized as
x+ y+w+ z =1. Thus, we can write the bulk CGO and the bulk CFO phases as
Gd0.2Ce0.8Fe0Co0 and Gd0Ce0Co1/3Fe2/3, respectively.

Extraction of ternary phase diagram. We extract ternary phase diagrams from
the quaternary phase diagram by projecting the 4-dimensional phase space along a
direction, joining two apexes. Mathematically, there are six possible ways to gen-
erate such projections to produce six unique ternary phase diagrams: Fe-Co-(Gd
+Ce), Gd-Ce-(Fe+Co), Ce-Co-(Gd+Fe), Gd-Fe-(Ce+Co), Co-Fe-(Gd+Co), and
Gd-Co-(Ce+Fe).

Simulation of ternary phase diagrams. In generating the simulated ternary phase
diagram, we first generate a Co distribution by combining the uniform and
gaussian probability distribution function to match the data closely. Using the
constant and linear parameters, a and b, determined from the linear fitting, we

simulate the relationship between M1 vs. M2 by assigning [M1] = ar+ br[M2]. The
values of ar and br are randomly generated using a gaussian distribution with the
mean value of a and b, respectively, over two sigma intervals, where the sigma
values are chosen to match the experimental dataset.

XRD measurement. Large single crystal samples were ground and filtered through 10-
micron mesh and loaded into a 1-mm Kapton capillary for X-ray powder diffraction
(XRD) measurements. XRD data were collected with a photon energy of 52 keV at the
X-ray Powder Diffraction (XPD) beamline at NSLS-II. The samples were continuously
spun during the measurement with a spin speed of 2 revolutions per second to avoid
inaccuracy in XRD quantification due to texture. The diffraction patterns were collected
using a two-dimensional Perkin Elmer detector with a pixel size of 75 microns posi-
tioned at 1.4m from the sample. The 2D diffraction patterns were radially integrated
using Fit2D software62 and scaled to generate standard powder diffraction spectra.

Data availability
All relevant data are available from the corresponding author upon reasonable request.

Code availability
All relevant codes are available from the corresponding author upon reasonable request.
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